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Abstract. A recent paper describes an average-case linear-time algorithm for the calculation of all the borders of every prefix of a string \(x\), where \(x\) can contain “don’t-care” letters that match with any letter of the alphabet. In this paper we show that in fact two distinct cases arise for the border calculation — we call them “quantum” and “deterministic”, and both of them can arise in practice. The existing algorithm applies to the quantum case, but we show how to modify it to deal with the deterministic case. We then extend the border algorithms to apply also to what we call “indeterminate strings”. We also discuss other algorithms on these indeterminate strings, some of them left as open problems.

1 Introduction

A border \(u\) of a given string \(x = x[1..n]\) is a proper prefix of \(x\) that is also a suffix of \(x\); thus \(u = x[1..b] = x[n - b + 1..n]\) for some \(b \in \{0..n - 1\}\). The border array of \(x\) is a string \(\beta = \beta[1..n]\) such that for every \(i \in 1..n\), \(\beta[i]\) is the length of the longest border of \(x[1..i]\). In fact, since every border of any border of \(x\) is also a border of \(x\), \(\beta\) in fact encodes all the borders of every prefix of \(x\). The border array is computed in time \(\Theta(n)\) by the so-called “failure function” algorithm [1]; since it identifies all the periods of every prefix of \(x\), the border array (or some variant of it) is an essential ingredient of many string algorithms.

Recently [5] addressed the problem of computing the border array of a string that may include occurrences of a special don’t-care letter \(*\), defined as follows:
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Given an alphabet $\Sigma$, let $\Sigma' = \Sigma \cup \{\ast\}$. Then introduce a matching relation $\approx$ such that

\[
\forall \lambda, \mu \in \Sigma, \quad \mu \approx \lambda \iff \mu = \lambda; \\
\forall \lambda \in \Sigma', \quad \ast \approx \lambda \land \lambda \approx \ast.
\]

(1)

Thus, informally, $\ast$ matches every letter in $\Sigma$ as well as itself. Note that the relation $\approx$ is not transitive (that is, $\lambda \approx \ast \approx \mu \not\approx \lambda \approx \mu$). Nevertheless, $\approx$ extends naturally to strings:

\[
\mathbf{u}[1..n] \approx \mathbf{v}[1..n] \iff \forall i \in 1..n, \; \mathbf{u}[i] \approx \mathbf{v}[i].
\]

Further, the definition of the border of a string containing don’t-care letters (and so based on $\approx$) is also a natural extension of the usual border; the use of the term “quantum” is explained in the next section.

**Definition 1 (Quantum Border).**

A quantum border of a string $\mathbf{x} = \mathbf{x}[1..n]$ on $\Sigma'$ is a proper prefix $\mathbf{x}[1..b]$ such that $\mathbf{x}[1..b] \approx \mathbf{x}[n - b + 1..n]$.

In [5] an algorithm is described that, according to this definition, computes all the quantum borders of every prefix of a given string on $\Sigma'$. Earlier, in [12], pattern-matching algorithms were described with patterns containing don’t-care letters or patterns that were regular expressions; development and implementation of this research resulted in the `grep` utility [11].

In this paper we seek to extend the work of [5] in three ways:

1. In Section 2 we show that in some contexts the definition of quantum border may be inappropriate; we propose an alternate definition and describe a corresponding border algorithm for it.
2. In Section 3 we define a class of strings ("indeterminate strings") that includes the class of strings on $\Sigma'$ as a special case; we show that the border algorithms discussed here and in [5] can readily be extended to these strings.
3. In Section 4 we discuss other algorithms on indeterminate strings, including applications of the border algorithms, leaving some of them as open problems.

2 The Deterministic Border

2.1 Discussion

We begin with an example:
Example 1. Let $x = a**c$. The longest border of $x$ according to Definition 1 is 3 since $a** \approx **c$:

\[
\begin{array}{cccc}
1 & 2 & 3 & 4 \\
x &=& a**c \\
**c \\
a** \\
\end{array}
\]

However, if we regard every occurrence of $*$ as a symbol that represents a single deterministic letter of $\Sigma$, is there still a border of length 3? Observe that in order to achieve this, we must have


in other words, $x[2] = \ast$ must be a “quantum” variable that simultaneously matches two distinct letters!

Of course this interpretation may be legitimate. A string identified by a multiple alignment process may contain gaps that represent no specific letter. For example, to align a string $x = ac$ with two others, $y = agtc$ and $z = atgc$, we might introduce gaps into $x$, yielding

\[x' = a--c.\]

These gaps merely represent a means of satisfying an algorithm, they have in fact already matched both $g$ and $t$ during the alignment process; therefore it makes sense to treat them as quantum variables.

On the other hand, it may be that each don’t-care letter is a placeholder for a letter of $\Sigma$ that has yet to be specified. We thus have the freedom to replace any occurrence of $\ast$ by any letter of $\Sigma$, but only by a single letter: a single occurrence of $\ast$ cannot match two different letters of $\Sigma$ at the same time. In this case, then, $\ast$ is a “deterministic” variable.

Given any string $x$ on $\Sigma'$, we say that $\hat{x}$ on $\Sigma$ is an assignment of $x$ if and only if $\hat{x} \approx x$. We have then

Definition 2 (Deterministic Border).

A deterministic border of a string $x = x[1..n]$ on $\Sigma'$ is a proper prefix $x[1..b]$ such that, for some assignment $\hat{x}$ of $x$, $\hat{x}[1..b] = x[n - b + 1..n]$.

We remark that for $b \leq n/2$, $x[1..b]$ is a deterministic border if and only if it is also a quantum border. Further, for strings $x$ on $\Sigma'$ that do not in fact contain $\ast$, observe that both the quantum and deterministic borders reduce to the usual border.
Example 2 (Continuing Example 1). The longest deterministic border of $x = a**c$ has length 2:

\[
\begin{array}{cccc}
1 & 2 & 3 & 4 \\
\end{array}
\]

\[
x = a ** c \\
* c \\
a *
\]

2.2 The Algorithm

We display Algorithm 1, computation of the usual border array $[1]$, as a point of departure for our new algorithms. Recall that all $\kappa \geq 1$ borders of each prefix $x[1..i]$, $1 \leq i \leq n$, are given in descending order of length by

\[
\beta^j[i] = \beta[i], \quad \beta^j[i] = \beta[\beta^{j-1}[i]], \quad j = 2, 3, \ldots, \kappa,
\]

where $\kappa$ is the least positive integer such that $\beta^\kappa[i] = 0$. Thus $\beta[i + 1]$ either equals $\beta^j[i] + 1$, where $j$ is the least integer such that $x[i + 1] = x[\beta^j[i] + 1]$, or else, if no such $j$ exists, equals zero. This is the processing carried out for every $i$ by Algorithm 1: for $b = \beta^j[i]$, the while loop identifies the smallest $j$ (largest $b$) such that $x[i + 1] = x[b + 1]$. It then follows that every border of $x[b + 1]$ is also a border of $x[i + 1]$.

Algorithm 1 Computing the border array for $x \in \Sigma^n$

1: $\beta[1] \leftarrow 0$
2: for $i \leftarrow 1$ to $n - 1$ do
3: \hspace{1em} $b \leftarrow \beta[i]$
4: \hspace{1em} while $b > 0$ and $x[i + 1] \neq x[b + 1]$ do
5: \hspace{2em} $b \leftarrow \beta[b]$
6: \hspace{1em} end while
7: \hspace{1em} if $x[i + 1] = x[b + 1]$ then
8: \hspace{2em} $\beta[i + 1] \leftarrow b + 1$
9: \hspace{1em} else
10: \hspace{2em} $\beta[i + 1] \leftarrow 0$
11: \hspace{1em} end if
12: end for

However, by virtue of the nontransitivity of $\approx$, this convenient relation does not hold for quantum and deterministic borders. For example, given $x = a*c$, $x[1..2]$ has borders of length 1 and 0, while $x[1..3]$ has a border of length 2, but not of length 1. Thus, as shown in Algorithm 2 [5], it becomes necessary to store a list $\beta_i$ of all borders corresponding to each prefix $x[1..i]$. This list is then used instead of (4) to compute the borders.
of $\mathbf{x}[1..i + 1]$, and the collection of lists $\beta_i, i = 1, 2, \ldots, n$, becomes the output of the algorithm rather than a single border array $\beta$. Alternatively, if only the longest border at each position is required, we can output a border array formed from the first (maximum) value in each of the $n$ lists $\beta_i$.

**Algorithm 2** Computing the quantum borders

1: $\beta_i \leftarrow \emptyset, \quad \forall i \in \{1..n\}$
2: for $i \leftarrow 1$ to $n - 1$ do
3: for all $b \in \beta_i$ do
4: if $\mathbf{x}[b + 1] \approx \mathbf{x}[i + 1]$ then
5: $\beta_{i+1} \leftarrow \beta_{i+1} \cup \{b + 1\}$
6: end if
7: end for
8: if $\mathbf{x}[i + 1] \approx \mathbf{x}[1]$ then {match with $\mathbf{x}[1]$}
9: $\beta_{i+1} \leftarrow \beta_{i+1} \cup \{1\}$
10: end if
11: end for

For deterministic borders, the calculation becomes somewhat more complicated. As shown in Table 1, the list entries at each position need to be pairs $(b, \lambda)$ that give not only the length $b$ of each border but also the assignment $\lambda$ that corresponds to $b$. A pair $(b, \lambda) \in \beta_i$ tells us that $\mathbf{x}[1..b] \approx \mathbf{x}[i - b + 1..i]$ corresponding to the assignment $\mathbf{x}[i] = \lambda \approx \mathbf{x}[b]$.

Our objective is to construct the list $\beta_i$ by an inspection of each element $(b, \lambda) \in \beta_i$. If $b \leq i/2$, then as noted above we need only perform the same processing as in the quantum case, since no conflict in assignment can arise. However, for $b > i/2$, the prefix $\mathbf{x}[1..i]$ takes the form $u^ru'$, where $u = \mathbf{x}[1..i-b]$, $r \geq 2$, and $u'$ is a proper prefix of $u$. Thus $i - b$ is a period of $\mathbf{x}[1..i]$. In order that $i - b$ should also be a period of $\mathbf{x}[1..i + 1]$, we must have $\mathbf{x}[i + 1]$ matching an assignment of $\mathbf{x}[b + 1]$ that corresponds to period $i - b$. This assignment is given by the element

$$(b + 1) - (i - b), \mu) = (2b - i + 1, \mu)$$

in the list $\beta_{i+1}$; if this element exists and $\mu \approx \mathbf{x}[i + 1]$, then $\mathbf{x}[1..i + 1]$ has deterministic border $b + 1$, and the element $(b + 1, \mathbf{x}[i + 1])$ is added to list $\beta_{i+1}$.

As it turns out, the processing required corresponding to each element $(b, \lambda) \in \beta_i$ breaks down into five cases, described below. In order to describe the processing simply, it is convenient to represent the lists $\beta_i$ as arrays $\beta_i[1..n]$, defined as follows: if $(b, \lambda)$ is an element of the list $\beta_i$,
then $\beta_i[b] = \lambda$; if there is no element $(b, \lambda)$ in $\beta_i$, then $\beta_i[b] = \emptyset$. For ease of discussion, we describe the processing in terms of the arrays $\beta_i$, even though for efficiency it has been implemented in terms of lists.

**Algorithm 3** Computing the deterministic borders

1: $\beta_i[j] \leftarrow \emptyset$, $\forall i, j \in \{1..n\}$
2: for $i \leftarrow 1$ to $n-1$ do
3:   for all $b, \beta_i[b] \neq \emptyset$ do
4:     if $x[b+i] = x[i+1] \neq *$ then \{case 1\}
5:       $\beta_{i+1}[b+i] \leftarrow x[i+1]$
6:     else if $x[b+i] = x[i+1] = *$ then \{case 3\}
7:       if $2b - i + 1 < 1$ then
8:         $\beta_{i+1}[b+i] \leftarrow *$
9:     else
10:        $\beta_{i+1}[b+i] \leftarrow x[x[b+i][2b-i+1]]$
11:     end if
12:   else if $x[b+i] \neq *$ and $x[i+1] = *$ then \{case 4\}
13:     $\beta_{i+1}[b+i] \leftarrow x[b+i]$
14:   else if $x[b+i] = *$ and $x[i+1] \neq *$ then \{case 5\}
15:     if $2b - i + 1 < 1$ or $x[x[b+i][2b-i+1]] \approx x[i+1]$ then
16:        $\beta_{i+1}[b+i] \leftarrow x[i+1]$
17:     end if
18:   end if
19: end for \{Next deal with empty border at $i$\}
20: if $x[i+1] = x[1]$ or $x[i+1] = *$ then \{match with $x[1]$\}
21:   $\beta_{i+1}[1] \leftarrow x[1]$
22: else if $x[1] = *$ then
23:   $\beta_{i+1}[1] \leftarrow x[i+1]$
24: end if
25: end if

The five cases are as follows (lines 4–18 in Algorithm 3):

1. $x[b+1] = x[i+1] \neq *$ (two matching symbols of $\Sigma$): The border can be extended (i.e., $x[1..i+1]$ has a border of length $b+1$).
2. $x[b+1] \neq x[i+1] \land x[b+1] \neq * \neq x[i+1]$ (two mismatching symbols of $\Sigma$): The border $b$ cannot be extended.
3. $x[b+1] = x[i+1] = *$: The border can be extended. For $2b - i + 1 \geq 1$, we only have to copy the assignment requirement for $x[b+1]$ to $x[i+1]$; that is, $\beta_{i+1}[b+1] \leftarrow \beta_{i+1}[2b-i+1]$. For $2b - i + 1 < 1$, $x[b+1]$ has no assignment requirement since $x[b+1]$ has not been compared with any other symbol; $b+1$ is less than the period of the border.
4. $x[b+1] \neq * \land x[i+1] = *$: The border can be extended; we just have to $\beta_{i+1}[b+1] \leftarrow x[b+1]$. 


5. $x[b+1] = * \land \bar{x}[i+1] \neq *$: The border can be extended only if there is no conflict between $x[i+1]$ and the assignment requirement for $x[b+1]$. If $\beta_{b+1}[2b - i + 1] = x[i+1]$ or if $x[b+1]$ has no assignment requirement ($\beta_{b+1}[2b - i + 1] = *$ or $2b - i + 1 < 1$), we can extend the border.

In case 5 it is not necessary to store the required assignment for $\beta_{b+1}$ back to $\beta_{b+1}$, since it will not be tested in the following steps. This is a consequence of

Note 1. Each pair $(\beta', \mu) \in \beta_{b+1}$, $1 \leq b < n - 1$, is tested at most once: precisely when trying to extend a border $b$ to $b+1$ at position $i+1$, where $i - b = (b + 1) - \beta'$ is the period of the border.

A further consequence of this remark is that when we do not need to know all the required assignments at the end of computation, we do not need to store all lists $\beta_i$, $1 < i \leq n$. At each step $i$ of the computation we need to store only $n_b$ pairs for each border $b$, where $n_b$ is the period determined by $b$.

The worst-case time and space complexity of Algorithm 3 is $O(n^2)$ but the expected time and space complexity is $O(n)$, since the expected number of borders of any string is less than 3.5 (see [5]).

The following example illustrates the execution of the new algorithm:

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
</tr>
</thead>
<tbody>
<tr>
<td>x</td>
<td>a</td>
<td>a</td>
<td>a</td>
<td>b</td>
<td>a</td>
<td>*</td>
<td>a</td>
<td>*</td>
<td>a</td>
<td>b</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>$\beta$</td>
<td>(1, a)</td>
<td>(2, a)</td>
<td>(1, a)</td>
<td>(2, a)</td>
<td>(3, a)</td>
<td>(4, b)</td>
<td>(5, a)</td>
<td>(1, a)</td>
<td>(2, a)</td>
<td>(3, a)</td>
<td>(4, b)</td>
<td>(5, a)</td>
</tr>
<tr>
<td></td>
<td>(1, a)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(1, a)</td>
<td>(2, a)</td>
<td>(3, a)</td>
<td>(4, b)</td>
<td>(5, a)</td>
<td>(6, *)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1. Lists $\beta_i$ of pairs for string $x = aaabasabss$.

3 Indeterminate Strings

In this section we introduce a class of strings that have a more general don’t-care capability than the strings on $\Sigma^*$. For any nonempty subset
\[ S \subset \Sigma, \text{ let} \]
\[ \Psi(S) \]

denote any one of the letters of \( S \). Thus for any \( \lambda \in \Sigma \), we write
\[ \Psi(\lambda) = \Psi(\{\lambda\}) = \lambda, \]

while at the other extreme, \( \Psi(\Sigma) = \ast \). Thus we introduce all possible restricted don’t-care letters, in addition to the unrestricted one denoted by \( \ast \). Let \( \Sigma'' \) denote the alphabet whose elements are given by (5), where \( S \) ranges over all nonempty subsets of \( \Sigma \). Thus \( \Sigma'' \) is the power set of \( \Sigma \) less the empty set, and so
\[ |\Sigma''| = 2^{|\Sigma|} - 1. \]

For brevity we represent concatenation in an abbreviated form:
\[ \Psi(S_1)\Psi(S_2) = \Psi(S_1, S_2). \]

\textbf{Definition 3 (Indeterminate String).}

An \textit{indeterminate string} of length \( n \) on an alphabet \( \Sigma'' \) is a string
\[ \Psi(S_1, S_2, \ldots, S_n), \]
where each \( S_i, 1 \leq i \leq n, \) is a nonempty subset of \( \Sigma \).

We can define the quantum border and the deterministic border of indeterminate strings in terms directly analogous to Definitions 1 and 2.

In order to compute the quantum border of a string on \( \Sigma'' \), we use a modified Algorithm 2. The modification ensures constant time for computing the matching relation \( \approx \) for any two letters of \( \Sigma'' \). To achieve this, we introduce for every symbol \( \lambda \in \Sigma'' \) a bit vector of length \( |\Sigma| \) as follows:

\[ \forall \lambda \in \Sigma'', \quad \nu[\lambda] = [\nu_{\lambda_1}, \nu_{\lambda_2}, \ldots, \nu_{\lambda_{|\Sigma|}}], \]

where \( \forall \alpha \in \Sigma, \nu_{\alpha} = \begin{cases} 1, & \text{if } \alpha \approx \lambda, \\ 0, & \text{otherwise.} \end{cases} \tag{6} \]

At the beginning of the algorithm we set the bit vector \( \nu_i \) for each position \( i \in 1..n \) in \( x[1..n] \). Then we proceed as in Algorithm 2, but instead of comparing \( x[i+1] \) and \( x[i+1] \), we test bit vectors \( \nu_{b+1} \) and \( \nu_{i+1} \) using the bit operation \( \text{AND} \). Thus we can compare any two symbols of \( \Sigma'' \) in constant time. The resulting algorithm is shown in Algorithm 4.
Algorithm 4 Computing quantum border array for string $x \in \Sigma^{n*}$

1: $\beta_i \leftarrow \emptyset$, $\forall i \in \{1..n\}$
2: $\nu_i \leftarrow \nu[x[i]]$, $\forall i \in \{1..n\}$ \{set bit vector for each $x[i]$\}
3: for $i \leftarrow 1$ to $n - 1$ do
4:    for all $b \in \beta_i$ do
5:        if $\nu_{b+1}$ AND $\nu_{i+1} \neq 0^{[2]}$ then
6:            $\beta_{i+1} \leftarrow \beta_{i+1} \cup \{b + 1\}$
7:        end if
8:    end for
9:    if $\nu_1$ AND $\nu_{i+1} \neq 0^{[2]}$ then \{match with $x[1]$\}
10:    $\beta_{i+1} \leftarrow \beta_{i+1} \cup \{1\}$
11: end if
12: end for

In order to compute the deterministic border of a string $x \in \Sigma^{n*}$, we extend Algorithm 4 so that each list $\beta_i$ contains a list of pairs $(b, \nu_0)$, where $\nu_0$ represents the required assignment. When comparing $x[b + 1]$ and $x[i + 1]$, we also perform the bit operation AND on the vector $\nu_{i+1}$ and the assignment requirement stored in $\beta_{b+1}$. Unlike in Algorithm 4, in this case we store the nonzero result in $\beta_{i+1}$ so that this value is tested next time instead of $\nu_{i+1}$ when trying to extend the same border. As in Algorithm 3, we have to test whether $2b - i + 1 < 0$; if so, no assignment requirement has been established, so we do a direct test of $\nu_{b+1}$.

Algorithm 5 Computing deterministic border for string $x \in \Sigma^{n*}$

1: $\beta_i[j] \leftarrow \emptyset$, $\forall i, j \in \{1..n\}$
2: $\nu_i \leftarrow \nu[x[i]]$, $\forall i \in \{1..n\}$ \{set bit vector for each $x[i]$\}
3: for $i \leftarrow 1$ to $n - 1$ do
4:    for all $b, \beta_i[b] \neq \emptyset$ do
5:        if $2b - i + 1 < 0$ then
6:            $p \leftarrow \nu_{b+1}$ AND $\nu_{i+1}$
7:        else
8:            $p \leftarrow \beta_i[b + 1]$ AND $\nu_{i+1}$
9:        end if
10:    if $p \neq 0^{[2]}$ then
11:        $\beta_{i+1}[b + 1] \leftarrow p$
12:    end if
13: end for
14: $p \leftarrow \nu_1$ AND $\nu_{i+1}$
15: if $p \neq 0^{[2]}$ then
16:    $\beta_{i+1}[1] \leftarrow p$
17: end if
18: end for
We remark that in both of these algorithms we need storage only for letters of $\Sigma''$ that actually occur in the string $x$; thus even though $|\Sigma''|$ is exponential with respect to $|\Sigma|$, in practice the algorithms remain efficient.

We remark also that the indeterminate strings introduced in this section are special cases of regular expressions. We leave for future study the extension of these and related algorithms to strings that are expressed as regular expressions in their full generality.

4 Applications & Open Problems

The border array calculation and its many closely-related variants are ubiquitous among string algorithms; for example,

- the Knuth-Morris-Pratt pattern-matching algorithm [6] and its variants;
- the Boyer-Moore pattern-matching algorithm [2] and its numerous variants;
- Duval's algorithm for Lyndon word decomposition [3];
- Main & Lorentz's repetitions algorithm [9] and Main's repetitions algorithm [8];
- the calculation of the cover array [7].

The extensions of these algorithms to execute using the border array variants described in this paper remain open problems.

Further we note that there are other possible applications of indeterminate strings not related to border arrays:

- suffix tree and suffix array calculations;
- pattern-matching algorithms such as Horspool's [4] and Sunday's [10];
- algorithms using the techniques of nondeterministic and deterministic finite automata.
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