Power Transaction Management amongst Coupled Microgrids in Remote Areas
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Abstract—Large remote areas normally have isolated and self-sufficient electricity supply systems, often referred to as microgrids. These systems also rely on a mix of dispatchable and non-dispatchable distributed energy resources to reduce the overall cost of electricity production. Emergencies such as shortfalls, overloading, and faults can cause problems in the operation of these remote area microgrids. This paper presents a power transaction management scheme amongst a few such microgrids when they are coupled provisionally during emergencies. By definition, power transaction is an instance of buying and selling of electricity amongst problem and healthy microgrids. The developed technique aims to define the suitable power generation from all dispatchable sources and regulate the power transaction amongst the coupled microgrids. To this end, an optimization problem is formulated that aims to define the above parameters while minimizing the costs and technical impacts. A mixed-integer linear programming technique is used to solve the formulated problem. The performance of the proposed management strategy is evaluated by numerical analysis in MATLAB.

Index Terms—Droop regulated system, Coupled microgrids, Optimization, Power transaction.

NOMENCLATURE

BESS Battery energy storage systems
CMG Coupled microgrids
DER Distributed energy resource
DRS Droop regulated system
HMG Healthy microgrid
ISS Interconnecting static switch
MG Microgrid
NDD Non-dispatchable distributed energy resource
PMG Problem microgrid
SOC State of charge

I. INTRODUCTION

Remote area microgrids (MGs) are considered as self-controlled electrical system with penetration of distributed energy resources (DERs) for better reliability and reduced costs. They can operate in stand-alone (also referred to as off-grid or isolated) and grid-connected mode (when a utility feeder is available) [1-2]. A cluster of remote area MGs are assumed to have physical connections amongst themselves that they can use to support each other to increase their overall reliability, resilience and economics [3-4].

Recently, the concept of coupled MGs (CMGs) has been proposed in which two or more neighboring MGs of a remote area can interconnect provisionally to support each other during emergencies; e.g., when a fault occurs in a section of an MG, leading to the outage of one or some of its DERs, or when an MG is overloaded, or when an MG experiences excessive generation from its renewable energy-based non-dispatchable DERs (NDDs), or during normal conditions to minimize the levelized cost of electricity [5-7]. Let us consider the network of Fig. 1 which shows two neighboring MGs, connected through a tie-line and an interconnecting static switch (ISS). Under the concept of coupling the MGs, an MG observing the emergency condition, referred to as the problem MG (PMG) can be supported by an available and healthy MG (HMG) provisionally.

A transformative architecture is proposed for coupling the nearby MGs in [8] to improve the system resiliency during faults. A decision-making-based approach is proposed in [9] to determine the most suitable HMG(s) to be coupled with an overloaded PMG, which considers different criteria such as available surplus power, electricity cost, reliability and the distance of the neighboring MGs as well as the voltage/frequency deviation in the CMG. Ref. [7] presents the conditions based on which the overloading of a PMG and the availability of excess power in the neighboring HMG can be detected. Ref. [10] presents an interac-
tive control of CMGs to guarantee adequate load sharing and system-wide stability. The dynamic operation of DERs within CMGs is investigated in [11] whereas [12] examines the dynamic security of the CMGs. The interaction among the DERs of the MGs in a CMG is investigated in [13]. Ref. [14] analyses the reliability aspects of a CMG while their voltage and current controllability, as well as small signal stability, are analyzed in [15–17]. References [18–19] present a technique to coordinate the operation of BESS in MGs along with their provisional coupling. Coupling of MGs can be realized by back-to-back converters [20] or by ISSes [7] between the adjacent MGs. The ultimate vision is that an MG can be interconnected to any MG (and not necessarily an adjacent MG) if a general link is available to act as a power exchange highway. References [21–22] presents an optimization-based technique to coordinate the CMGs while in [23–25], the calculation of least operation cost solution, using different optimization techniques, is discussed in details for CMGs. In [26–27], it is shown that CMGs can work in cooperative mode in case of high penetration of NDDs in the network while they provide robust distributed control.

This paper proposes the power transaction management scheme among MGs of a CMG following any unexpected emergency condition. The NDDs and loads are assumed to be uncontrollable while the droop regulated system (DRS) such as the diesel gas or diesel-based generator (Degn) and the battery energy storage systems (BESSs) inside each MG, which adopt voltage and frequency droop control, serve as the control variables. Frequency adjustment is not needed if the MG is operating in grid-connected mode, but assuming a remote area without a utility feeder, the dispatchable DERs are assumed responsible for the frequency regulation. The NDDs operate under a constant PQ control mode. Moreover, a low bandwidth communication is assumed available to control the power flow in an MG and its synchronization with neighboring MG(s).

II. THE CONCEPT

Consider Fig. 1 illustrating two neighboring MGs with physical links among each other which can facilitate their temporary interconnection during emergency conditions. A power transaction operator (PTO) is considered with the following responsibilities:

- receiving information from secondary controllers of each MG,
- identifying a PMG,
- solving an optimization problem to select a suitable neighboring HMG to exchange power with and define the level of power transaction (import/export), and
- transmitting the decision variables to the secondary controllers of each MG of a CMG.

In such a concept, the operation of the DRSs includes the following steps:

- transmitting the data to PTO through MG secondary controller,
- determining the operational set-points for DRSs based on the received information from PTO, via the MG secondary controller.

The formulation of the problem to decide the selection of HMG(s) along with the desired constraints is as described below:

After receiving the information of emergencies from a PMG, the PTO check the availability of a neighboring HMG. If a HMG is found available to support the PMG, the PTO will solve an optimization problem to determine the suitable power transaction in the tie-lines within the desired CMG. If a HMG is not available or no feasible solution is found through solving the optimization problem, the PTO will send a command to the PMG to proceed with curtailing either of the consumption of its non-essential loads or the generation output of its NDDs. The PTO is assumed active all the time and responds instantaneously to any changes in the MGs. It also reevaluates the system conditions in $\Delta T$ intervals. The operational principle of the PTO is illustrated schematically in the flowchart of Fig. 2.

In the CMG network of Fig. 1, one MG is defined as the power exporting one while the other is assumed as the power importing one in an emergency condition. It is also assumed that the exchanged power (denoted by $P_{\text{trans}}$) is positive if a power flow is observed from the HMG to the PMG and negative if vice versa. Now, the deviation between the planned transacted power (i.e., the optimized PTO output) and the actual value (before the optimization) can be expressed as

$$\Delta P_{\text{trans}} = P_{\text{new}} - P_{\text{old}}$$

where $\Delta P_{\text{trans}}$ represents the required power transacted between neighboring MGs within the CMG while subscripts $\text{new}$ and $\text{old}$ respectively denote the power flow in the tie-line after and before the optimization. To adjust the power transaction by each MG, the equal generation costs incremental principle, described in [28], is considered. Now, suppose following a sudden demand increase in an MG, it becomes the PMG. Thus, the PTO aims at increasing the power flow from the HMG to the PMG to accommodate the

![Fig. 2. Flow chart of the power transaction strategy in which the focus of this research is highlighted.](image-url)
extra demand. The power transaction should not rise above a certain limit, so according to the equal incremental cost principle, the transacted cost incremental rate will rise up to \( \lambda_{\text{curt}} \) for the corresponding output power of DRS be \( P_{\text{DRS exp}} \). Thereby, the sum of changes of the output power of the DRS will be equal to the total power exported or imported from/to the HMG, i.e.,

\[
\sum \Delta P_{\text{Dgen}} + \sum \Delta P_{\text{BESS}} = \Delta P_{\text{exp}}
\]

This can be formulated with an objective function (OF) such as

\[
OF = \sum_{MG=1}^{N} \sum_{k=1}^{\text{N}} \left( (C_{\text{fuel}} + C_{\text{dp}} \phi_{k}) \Delta P_{\text{Dgen}}^k + C_{\text{BESS}} \Delta P_{\text{BESS}}^k + C_{\text{NDDs}} \Delta P_{\text{NDDs}}^k + C_{\text{load}} \Delta P_{\text{load}}^k + C_{\text{trans}} \Delta P_{\text{trans}}^k \right) \text{time}
\]

which consists of four parts: The first part aims to minimize the cost (denoted by \( C \)) of a change in power of DRSs. For diesel generators (denoted by \( Dgen \)), it includes the cost for fuel and carbon footprints (denoted by \( \phi \)) where \( \phi \) is the emission factor. As the BESS does not observe any fuel costs, only the cost of its life loss change is considered. The third and fourth parts correspond to the required curtailment in the consumption of non-essential loads and the generation output of NDDs. The last part refers to the change in power transaction cost amongst MGs of the CMG. The Time factor is included in (3) to estimate the total time required for power transaction to overcome emergency condition in PMGs (which is equal to \( \Delta t \) of Fig. 2). Also, the index \( k \) illustrates the number of Dgens and BESSs in each MG. The considered constraints, when solving (3), can be expressed by

\[
P_{\text{DER}} = P_{\text{load}} + V^i \sum_{j=1}^{N} \text{V}^j \left( G_{i}^j \cos(\theta_{i}^j) + B_{i}^j \sin(\theta_{i}^j) \right)
\]

\[
\left( P_{\text{Dgen}}^k \right)_{\text{min}} \leq P_{\text{Dgen}}^k \leq \left( P_{\text{Dgen}}^k \right)_{\text{max}}
\]

\[
\left( P_{\text{BESS}}^k \right)_{\text{min}} \leq P_{\text{BESS}}^k \leq \left( P_{\text{BESS}}^k \right)_{\text{max}}
\]

\[
V_{\text{min}} \leq V^k \leq V_{\text{max}}
\]

\[
f_{\text{min}} \leq f \leq f_{\text{max}}
\]

\[
l_1 \leq l_{\text{max}}
\]

\[
SoC_{\text{min}} \leq SoC^k \leq SoC_{\text{max}}
\]

Eq. (4) is the power balance equation in which \( i \) and \( j \) are the bus index for an MG, while \( V \) and \( \theta \) are respectively the voltage amplitude and phase at each bus, whereas \( G \) and \( B \) are respectively the real and imaginary parts of the row \( i \) and column \( j \) of the admittance matrix. Constraints (5)-(6) are the expected output power limit for the Dgens and BESSs while constraints (7)-(8) are the voltage and frequency deviation limits. Constraint (9) is the thermal current limit of each line while constraint (10) is the SOC limit of the BESSs.

### III. PERFORMANCE EVALUATION

The formulated optimization problem is assessed using the mixed-integer linear programming technique. Exhaustive simulations are carried out in MATLAB to evaluate the developed power transaction strategy. A system of 6 MGs are considered, as shown in Fig. 3. As the internal structure of the MGs is not important in the developed strategy, for simplicity, all MGs are assumed to have the same topology in the numerical analyses of this paper. The impedance data for all of MGs buses is taken from [9]. The pre-defined input data assumed for all participating MGs and the cost data are listed in Table 1 and 2 while Table 3 shows the distance of each considered MG from a central node at which they are coupled. First, the HMG(s) and PMG(s) are identified in each MG of the CMG. The required constraints, when solving (3), can be expressed by

\[
P_{\text{DER}} = P_{\text{load}} + V^i \sum_{j=1}^{N} \text{V}^j \left( G_{i}^j \cos(\theta_{i}^j) + B_{i}^j \sin(\theta_{i}^j) \right)
\]

\[
\left( P_{\text{Dgen}}^k \right)_{\text{min}} \leq P_{\text{Dgen}}^k \leq \left( P_{\text{Dgen}}^k \right)_{\text{max}}
\]

\[
\left( P_{\text{BESS}}^k \right)_{\text{min}} \leq P_{\text{BESS}}^k \leq \left( P_{\text{BESS}}^k \right)_{\text{max}}
\]

\[
V_{\text{min}} \leq V^k \leq V_{\text{max}}
\]

\[
f_{\text{min}} \leq f \leq f_{\text{max}}
\]

\[
l_1 \leq l_{\text{max}}
\]

\[
SoC_{\text{min}} \leq SoC^k \leq SoC_{\text{max}}
\]

Eq. (4) is the power balance equation in which \( i \) and \( j \) are the bus index for an MG, while \( V \) and \( \theta \) are respectively the voltage amplitude and phase at each bus, whereas \( G \) and \( B \) are respectively the real and imaginary parts of the row \( i \) and column \( j \) of the admittance matrix. Constraints (5)-(6) are the expected output power limit for the Dgens and BESSs while constraints (7)-(8) are the voltage and frequency deviation limits. Constraint (9) is the thermal current limit of each line while constraint (10) is the SOC limit of the BESSs.

\[
\sum \Delta P_{\text{Dgen}} + \sum \Delta P_{\text{BESS}} = \Delta P_{\text{exp}}
\]
the data provided in Table 2, the OF of (3) is calculated. Based on the minimum OF, the CMG with the optimal operating conditions is defined.

The developed technique is evaluated on the considered system with thousands of repetitions in which the powers of DRS, NDDs and loads are created randomly in a stochastic environment. The acceptable limits of voltage and frequency in this study are 1±0.075 pu and 50±0.5 Hz respectively. The developed power transaction strategy is validated through several study cases, a few of which discussed below.

A) Study Case-1:

Consider an event in which one of the MGs (i.e., MG-5) with a total demand of 65 kW is overloaded (see Fig. 4). Only 13.5 kW is supplied by the NDDs. The system has a maximum voltage magnitude of 0.994 pu (which is below the nominal voltage) and a frequency of 49.29 Hz (which is below the minimum desired frequency of 49.5 Hz). The SoC of the BESS is also assumed to be 38% and thus, its discharging can cause the violation of SOC limits. A total power shortfall of 9.8 kW is observed in this MG. Using algorithm-1, the PTO declares MG-5 as a PMG and then uses the mixed-integer linear programming technique to solve the OF of (3) for the system under this condition. The optimization defines that the best alternative (i.e., the most economical solution) is to import power from two HMGs of MG-2 and MG-4 simultaneously. The value of OF for the system is calculated as 9.0035 with MG-2 and MG-4 exporting respectively 4.9 and 5.5 kW of power (out of which 0.2 kW is wasted in the form of power line losses). As a result, the minimum and maximum voltage magnitude and the frequency observed in the CMG system composed of these three MGs are respectively 0.989 pu, 1.034 pu and 50.21 Hz. So in this way the emergency situation (i.e., the overloading of MG-5) can be mitigated by only importing power from other neighboring MGs while no load curtailment is observed for the overloaded MG.

B) Study case-2:

Consider another event in which MG-3 observes an excessive generation from its NDDs (see Fig. 5). The demand of the MG is 12 kW while the generation from NDDs and Dgen is 14.3 kW. The system observes a maximum voltage of 1.076 pu and a frequency of 49.55 Hz (both above the acceptable limits). Moreover, the SoC of the BESS is already reached the maximum level and cannot absorb the extra available excess power from the NDDs. In this situation, the PTO declares MG-3 as a PMG using algorithm-1 and proceeds to apply the optimization technique to find the best solution. As a result, it determines that MG-1 (which has with maximum voltage of 1.035 pu and frequency as 49.72 Hz, a demand of 35.2 kW out of which 9.3 kW is supplied by the NDDs) as a suitable HMG with an OF value of 7.43285. Thus, it is suggested to couple MG-1 with MG-3 and form a CMG in which MG-3 exports 1.5 kW power, out of which 1.4 kW is injected to MG-1 (due to power line losses). In addition, MG-3 curtails its NDDs by 0.4 kW.

C) Study Case-3:

Consider another event in which MG-2 is overloaded and its maximum voltage magnitude is 0.91 pu, which is not within the acceptable limit. The demand of this MG is assumed to be 80 kW, while the sum of power supplied by Dgens and NDDs are 65.5 kW out of which 17 kW is supplied by the NDDs. The SoC of the BESS is assumed to be at the lowest level, thus making it unable
to supply the power shortfall. Thereby, using algorithm-1, the PTO defines the most optimal solution is to proceed with a load-shedding of 19 kW and without any power transaction with other neighboring MGs due to technical constraints. The value of $OF$ will be 4.2678$. As a result, MG-2 will reduce its load by 19 kW and the thus, the Dgen will supply only 39.2 kW while the rest comes from the NDDs. Also, the maximum voltage gets improved to 1.023 pu.

\(\text{D) Study case-4: Consider another event in which more than one MG is declared as PMG (see Fig. 7). In this example, MG-1 is overloaded with a load demand of 51.7 kW while the NDDs contribution is only 0.3 kW. Thereby, the Dgen generates 51.4 kW and the BESS has reached to its maximum discharge level. As a result, the frequency drops down to 49.39 Hz (i.e., below the minimum acceptable range of frequency). On the other hand, MG-4 experiences excessive generation. Its load demand is only 10 kW out of which 2.8 kW is supplied by NDDs while the Dgen’s contribution is 7.4 kW. The BESS is not active. Thus, the frequency is 50.56 Hz while maximum voltage is 1.078 pu (both above the maximum acceptable range). In this situation, PTO declares both MG-1 and MG-4 as PMG using algorithm-1. It then uses the optimization technique to look for the available options in order to choose the most economical power transaction strategy. MG-2 is a HMG with 36.4 kW load and nominal frequency and voltage of 50.32 Hz and 1.058 pu respectively. As a result MG-1, MG-2 and MG-4 are coupled together while MG-2 and MG-4 export a total power of 5.5 kW to MG-1 out of which 5.4 kW is injected in MG-1 (due to line loss of 0.1 kW). The $OF$ value is calculated as 7.3462$. Due to this action, the emergency condition of overloading and excessive generation is resolved in both PMGs and they retain their frequency and voltage values and settle down as normal operating MGs in the considered remote area.

IV. CONCLUSION

The main aim of the developed power transaction strategy is to enable the optimal power flow amongst provisionally coupled neighboring MGs within a remote area, in which no utility feeder is available. The considered emergency situations include overload- ing or excessive generation from renewable-based NDDs. The considered PTO is active all the time and runs in specific intervals to guarantee the CMG’s optimal operation at lowest costs and minimal technical impacts. The developed algorithm defines the optimal output power of DRSs in all MGs within the CMG, the curtailment of non-essential loads and power generation of renewable-based NDDs and sends the outputs to the secondary controllers of each provisionally connected MG to apply them in their system. The performance of the developed technique and its efficiency in defining the optimal operation points has been validated by a stochastic analysis in MATLAB.
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