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ABSTRACT 
 

In this project the use of Artificial Intelligence in Power System Stability Enhancement is studied. 

The focus of the project is on low frequency oscillation in power systems. These oscillations known 

as electromechanical modes of oscillation were observed in power systems in the early 1960ôs. They 

are the result of kinetic energy exchange between synchronous generators in a power system. Power 

System Stabilizers has been used to dampen these oscillations. Conventional Power System 

Stabilizers (CPSS) have been used for decades in power systems. They consist of a washout filter and 

two lead lag blocks to compensate the phase lag of the system.   

Tuning of CPSS is of paramount importance for proper response and function. In this project, a 

Genetic Algorithm (GA) optimization process is introduced in order to tune the parameters of a CPSS 

in a Single Machine Infinite Bus system. The power system is modelled in PowerFactory and GA 

optimization uses the MATLAB Optimization Toolbox. An effective data exchange is engineered 

between PowerFactory and MATLAB to facilitate the tuning process. The optimization is performed 

using the position of the eigenvalues of the power system which are found by running Modal Analysis 

in PowerFactory. The main goal of optimization is to tune the parameters of CPSS to maximize the 

dampening ratio of all oscillatory modes.  

In the next section of the project an Artificial Neural Network (ANN) based power stabilizer is 

introduced. Two neural networks are designed. First is a Neural Identifier to model the dynamics of 

the system and to predict the future output of the system. Second is a Neural Controller to provide 

proper stabilizing signals to dampen the oscillation by comparing the output of Neural Identifier with 

the desired value. A data interface between PowerFactory and MATLAB is established in order to 

enable the training and simulation of the proposed control structure. 
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1 Introduction  
 

The stability of power systems has received attention since the 1920s [1]. With the extension of 

power systems and their increasing complexity, and many blackouts where poor stability has been 

reported as one of contributing factors [2], many researchers have been working on enhancing the 

stability of them and improving their control techniques. The stability phenomenon of power systems 

is wide regarding the complicated system dimensionality and complexity, the various devices and 

equipment with constantly introducing more complicated ones, the constant changing of operating 

conditions and finally the effect of stability on the reliability of power systems. Thus it is convenient 

to classify the stability problem. Different variables under control, the nature of disturbances to the 

power system and the time frame are the criteria to classify the stability problem which will be 

discussed later in this section. The low frequency oscillations with small amplitude may occur in the 

power systems which are the result of not having enough dampening in the system due to phase lag 

which has been imposed on the system through generator, excitation system and power system 

(transmission line etc). 

This report studies the use of power system stabilizers in power systems. The small signal oscillation 

will be reviewed as well as introduction of conventional power system stabilizers. Their tuning will be 

reviewed along with the application of artificial intelligent techniques. An Artificial Neural Network 

based power system stabilizer will  be introduced and elaborated and the result of simulation will be 

shown.  The simulation will be carried out using DIgSILENT PowerFactory and MATLAB. The 

former is a powerful versatile tool for simulating power systems and the latter is a strong software 

package for designing controllers including artificial intelligent based controller. The data exchange 

between these two software packages will be established in order to enable real time simulation.  
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The structure of the report is as follows. This chapter is dedicated to problem definition. It will discuss 

the basic ideas of power system stability and the classification of the stability problem. The second 

chapter will discuss the use of power system stabilizer and their applications as well as single machine 

infinite bus system. The third chapter will discuss the tuning of power system stabilizers and will 

elaborate the proposed tuning method using a genetic algorithm. The power system which is a single 

machine infinite bus will be modelled in DIgSILENT Power Factory and the proposed tuning 

algorithm will be performed using the MATLAB Genetic Algorithm (GA) toolbox. A real time data 

exchange between MATLAB and Power Factory is established using DIgSILENT Programming 

Language (DPL) to smooth the tuning process. Chapter 4 explains the interface between 

PowerFactory and MATLAB. This chapter could be used as a tutorial to embed MATLABôs m.file 

into the PowerFactory simulation package. The next chapter will propose an Artificial Neural 

Network based power system stabilizer on the same power system. The neural network would be run 

and trained in MATLAB environment and an interface between Power Factory and MATLAB will be 

set while running the simulation. The final section will be dedicated to conclusions and will suggest 

future works. 

1.1  Power System Component 

The main task of power systems is to supply electrical power to consumers. The demand for electrical 

power is increasing and the energy is used for industrial, commercial and domestic use. The most 

important issue with electrical power is that it cannot be efficiently stored, so the demand should be 

met instantaneously by generation. The reliability of supply is of paramount importance and should be 

taken into account in design and operation of a power system.  High reliability is achieved by having 

regulated voltage and frequency levels as well as low harmonic distortion.  

The main process in supplying electrical power is changing energy stored in fossil fuels to mechanical 

energy and converting the mechanical energy into electrical power.  The use of renewable energy 

sources has been increasing due to environmental concerns. Wind power, solar, geothermal, wave and 

tidal energy are examples of renewable sources. 

The components of a power system can be divided into three parts- generation, transmission and 

distribution. 

1.2 Power System Dynamics 

A power system consists of individual elements which form a large complex dynamic system. Its 

main tasks are generating, transmitting and distributing electrical power system over a large 

geographical region. Due to different types of processes and equipment in a power system many 

different dynamics with different time frames exist in a power system. It is possible to classify these 

dynamics into categories based on their causes, consequence, time frame, physical character and place 

in the power system. In [3] four categories of dynamics have been defined as follows: 
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¶ Wave  

The wave phenomenon, also known as surges are associated with propagation of fast 

electromagnetic waves through transmission lines due to lightening strike or switching 

devices. These are the fastest dynamics in the system with the time frame of micro to 

milliseconds.  

¶ Electromagnetic 

The electromagnetic dynamics correspond to the magnetic field of machine windings 

following a disturbance or the interaction between machines and power network. These 

dynamics are slower than wave dynamics and are in time frame of milliseconds to seconds. 

¶ Electromechanical 

These are the dynamics that occur in rotating masses of generators and machines when 

subjected to a disturbance within a time frame of seconds to minutes.  

¶ Thermodynamics 

These are the slowest dynamics in a power system and are related to the automatic generation 

control action for thermal controlling of the boiler in steam and gas plants. The time frame of 

these dynamics is from minutes to hours.  

  

1.3  Power system stability 

Power systems are highly nonlinear dynamic systems with constantly changing operating conditions, 

such as changes in loads, generation and operating parameters. The developments in generation, like 

the introduction of renewable energy sources with power electronic interfaces and in the transmissions 

like the introduction of FACT devices, and the constantly increasing load demands and the fact that 

systems are prone to disturbances such as short circuit faults, have increased the importance of 

stability of the system.   

 

1.3.1  Definition of power system stability 

A definition of power stability as proposed in [4] is: 

ñPower system stability is the ability of an electric power system, for a given initial operating 

condition, to regain a state of operating equilibrium after being subjected to a physical disturbance, 

with most system variables bounded so that practically the entire system remains intact.ò 

As seen in the definition above, the stability of the power system is defined for an initial operating 

condition known as equilibrium set where the opposing forces within the power system are equal. In 

case of a disturbance, the system should be able to adjust itself to be able to continue operating with a 
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satisfactory condition i.e. reaching a new equilibrium set while keeping all or most of the equipment 

connected.  The stability thus is dependent on the initial points and the nature of disturbance. 

However, small disturbances such as variation of load happen continuously in the system. The power 

system may also be exposed to large disturbances such as a short circuit fault in a transmission line, 

loss of a generator or disconnection of an interconnected power system.  It is neither practical nor 

economical to have stability for all operating conditions and disturbances but the stability of the 

system should be reasonably acceptable for scenarios with high probability of occurrence. Thus the 

region of attraction is not infinite for an equilibrium set but in order to have a robust system this 

region should be reasonably large.  

In analysing stability, the whole interconnected power system is considered, but a particular generator 

or load (such as a motor) or a group of them may be of interest. The reason is a remote generator may 

run unstable without affecting the stability of the bulk network.  

1.3.2     Classification of Power System Stability 

Since modern power systems are complex multivariable systems of high dimension, the dynamics of 

the system is influenced by wide range of devices with different characteristic and so it is hard to deal 

with stability problem as single problem. In order to analyse instability and then devise methods of 

improving stability, it is desired to simplify the stability problem by considering specific problem with 

appropriate system representation. Thus the classification of the stability problem facilitates the 

understanding of the problem and is done considering the variable in the system which is experiencing 

the instability, the disturbances influencing the system and the processes and devices with their time 

span of dynamic response. In Figure 1.1, the categories of the power system stability are shown. As 

seen in Figure.1.1.the main categories are the variables under control (rotor angle, bus voltage and 

frequency) and the subcategories are based on types of disturbance or the time span. A short 

description of each category is presented in the following sections. 

 

  

 

 

 

 

 

Figure  1.1 Overall classification of power system stability problem [3] 
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1.3.2.1 Rotor Angle Stability 

In an interconnected system all synchronous generators operate in synchronicity with each other i.e. 

the rotor angle and thus angular speed are the same.  The study of rotor angle stability involves 

analysing the electromechanical oscillation in power systems. In stable conditions there is equilibrium 

between electromagnetic and electromechanical torque which results in a constant speed of the motor.  

In case of perturbation of the system like sudden changes in output power and thus electromagnetic 

torque, an acceleration or deceleration in rotor speed occurs which results in different position of rotor 

between synchronous machines and oscillation in rotor speed and output power. In order to resolve 

the instability due to changes in electromechanical torque the controller should add two components. 

¶ Synchronizing torque component which should be in phase with rotor angle deviation. Lack 

of this component would result in aperiodic instability. 

¶ Dampening component which should be in phase with speed deviation. Lack of this 

component would result in oscillatory instability. This oscillation may occur in local plant 

mode as the oscillation of one unit against the rest of power system or in a global mode as 

oscillation of one group of generation swinging against another group known, as inter area 

oscillation.  

Small signal stability analysis is carried out when the disturbance is sufficiently small so that the 

linearization is reasonable. These small disturbances could be changes in load.  

Transient stability is considered when the power system is subjected to fairly large disturbances, like 

short circuit faults in transmission lines.     

 

1.3.2.2 Voltage stability 

The term voltage stability is related to the capability of the power system to maintain the voltage level 

at all buses when subjected to a disturbance. Voltage stability is affected by load demands. There 

should be equilibrium between supply and load demand. If the transmission system could not supply 

the demanded load a progressive fall or rise in voltage in some buses may occur. The voltage is 

restored by a distribution voltage regulator or tap changing of transformers. The voltage instability 

may cause the tripping of protection devices which may lead to a cascading blackout of the whole 

system known as voltage collapse.  The voltage instability is not always in the form of voltage drops. 

If  the generation fails to absorb the excess reactive power in the network a progressive voltage rise 

may happen, which has been studied by some researchers [5]. 
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1.3.2.3 Frequency Stability 

Frequency stability is defined as the capability of the system to keep a steady frequency when 

subjected to disturbances like remarkable imbalances between load and generation.  Frequency swing 

between generators could be spotted in cases of instability. Frequency stability is of paramount 

importance when an interconnected power system forms an isolated islanded network due to extreme 

system condition (volts/ Hertz protection tripping). It is important that the islanded network is able to 

restore all the affected variables back to an equilibrium point.  

 

1.4 Power System Reliability and Security 

The performance of a power system is evaluated by defining and considering broad terms and criteria. 

Reliability evaluation has been defined and conducted on power systems to gain a comprehensive 

overview of the power system performance. The reliability is related to the performance of the power 

system in delivering acceptable electric supply over long operating runs.   Many techniques have been 

proposed and utilized to evaluate the performance of system reliability [6] [7].   

The security of the power system is the capability of the system to restore normal operation after 

disturbances without interrupting the service to the customer as well as keeping the equipment intact.  

Security and reliability are both one step above stability of the system and include a broader view of 

system operation. Improvement of system stability is essential to enhance the reliability and the 

security of the power system. 

1.5 Project Background and Objectives 

In this project, the use of Artificial Intelligent techniques in power system stability improvement is 

studied. The focus is on Power System Stabilizers.  They have been used in power system utilities for 

decades to improve the stability of power systems and their main task is to dampen low frequency, 

small amplitude electromechanical oscillations in power systems, as explained later in chapter 2.  

Many conventional control structures have been proposed to be used as power system stabilizers. 

Although they have had effective performances, lack of flexibility and adaptability have casted a 

shadow on their functionality considering the fact that power systems are changing constantly. New 

generation units are introduced with more advanced technologies. In addition, due to increasing 

demand the expansion of the power system is inevitable. Also, the nonlinear complex structure of 

power systems requires more complex and advance control structures. 

Many modern control structures have been proposed by researches to improve the performance of 

power system stabilizers. Adaptive and robust controllers have been studied in many papers. A 

literature review is provided later in this report in each chapter. 
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In many researches, Artificial Intelligent techniques have been proposed to be used as Power System 

Stabilizers. This includes techniques for online tunning of conventional structures and introducing 

new control structures. Although many of these control structures have shown considerable 

improvement over conventional structures, lack of assurance of their practicality and functionality has 

limited their usage in industry. Many utilities operators prefer classical controllers. 

So, more study is needed in the field of Artificial Intelligent controllers to give assurance that they 

could replace classical controllers in practice. Since testing new control strategies on real system is 

almost impossible due to safety of equipment, simulation software packages are used to verify the 

performance. 

In this project the use of artificial techniques are tested using the interface of two power full software 

packages. The objectives of the project are as follows: 

¶ Engineering a data interface between PowerFactory and MATLAB 

¶ Introducing a new tunning procedure using the Genetic Algorithm Toolbox in MATLAB 

and Modal Analysis in PowerFactory. 

¶ Introducing an Artificial Neural Network based Power System Stabilizer  

¶ Testing the performance of the proposed structure using the two mentioned software 

packages.   

 

 

 

 

 

 

 

 

 

 

 

 



13 

 

 

 

 

 

 

 

2 Power System Stabilizer 
 

2.1 Introduction  

In this chapter the Power System Stabilizers (PSS) used in control loops of a synchronous generator 

will be studied. PSSs are added to the exciter control system in order to dampen the low frequency 

oscillations of rotating masses. The synchronous machine, as the mostly used power source in power 

systems will be illustrated along with the common control system used.  

 

2.2 Generation system  

The rotating shaft of a synchronous generator is mostly coupled to a gas or steam turbine and the 

output electrical power is transmitted through a step-up transformer which changes the generation 

voltage level (10 to 20 kV) to transmission voltage level (hundreds of kV). The voltage level is 

regulated by changing the field current of the exciter by the control action of an Automatic Voltage 

Regulator (AVR). The input mechanical power is controlled by changing the flow of fluid to the 

turbine through a Governor. The simple block diagram of this setup is shown in Figure 2.1. 

 

2.2.1 Synchronous Generator 

The main task of a synchronous generator is to convert the mechanical power applied to the shaft 

(Rotating mass) into electrical power. They are usually 2 or 4 poles electrical machines, so that in a 50 

Hz system their speed would be 3000 to 1500 rpm respectively. Two main parts of a synchronous 

generator are stator and rotor. The former consists of armature windings, which supply three phase 

load current, and the latter has the excitation winding which is supplied by direct current from the 

exciter system.  The rotor contains the dampening wiring as well, which is used to dampen 

mechanical oscillations. The motion equation relating mechanical and electrical torque is known as 

the swing equation which is given by equation 2.1 [8]. 
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ὐ— Ὕ Ὕ                                                                                                                                  (2.1) 

In equation 2.1 J is the moment of inertia in ὯὫȢά , — is mechanical angle of the shaft in ὶὥὨ and 

Ὕȟ ÁÎÄ Ὕ are mechanical and electrical torques respectively, in ὔȢά. Another useful form for 

representing equation (2.1) is as follows: 

ςὌ‫ ‫ ὖ ὖ                                                                                                                       (2.2) 

In (2.2) Ὄ is the inertia time constant in seconds. is rated angular frequency in ὶὥὨȢ As seen in Eq ‫ 

2.2.  If the mechanical input power and electrical output power are balanced, there is no change in 

rotor speed.  

 

Figure  2.1Generation Unit (Reproduced from [3] page 20) 

In transient analysis, a linear model of the synchronous generator is used. Many models have been 

introduced in various papers.  The third-order model is the simplest dynamic model which had been 

used in transient analysis as used in [9] [10]. The state variables in this model are rotor position of 

machine, relative speed and field-flux voltage. The effect of the rotor dampening wiring is neglected 

in this model. A more accurate model is the fifth-order model which takes into account the rotor 

dampening wiring effects but ignores stator magnetic transient. As shown in [11] the state variables in 

a fifth order model are load angle, relative speed, transient e.m.f. 
1
 on direct axis, sub-transient e.m.f. 

                                                      
1
 Electromagnetic force 
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on quadrature axis  and sub-transient e.m.f. on direct axis. Some new models have been proposed in 

the literature to achieve more accurate models [12]. In PowerFactory the fifth-order model is used 

[13]. 

 

2.2.2 Automatic Voltage Regulator 

The voltage regulation problem was recognized as early as the fi rst installation of the Edison bi-polar 

generator [14]. Due to poor prime mover regulator, a voltage regulator was used to achieve constant 

output voltage level.  The early voltage regulators were almost mechanical electrical systems, an 

example, a rheostat controlled by solenoid. With the introduction of more advanced generators new 

control strategies have been proposed. The main objective of an Automatic Voltage Regulator (AVR) 

is to regulate the output voltage level at the connecting bus bar at a desired value. The control action 

of   AVR is through DC field current of the excitation system. The input to the AVR block is terminal 

voltage, which is compared to a reference voltage to create the error signal. An amplifier along with a 

feedback loop creates the control signal.   

 

2.2.3 Governor 

The prime mover of power generator is normally steam, gas or hydro turbine. The turbine is equipped 

with governing system. The governor control action aim is to control start up, running up to operating 

speed and provide required power when operating on load. 

 

2.3 Single machine Infinite bus system 

A single generator connected to a large system with high capacity can be modelled as single machine 

infinite bus system (SMIB). The large system is replaced with a load bus that acts as an infinite bus, 

where the voltage level and angle as well as frequency are constant. This set up is used in this project 

to study the local area mode of oscillation of a single machine. The schematic diagram of the SMIB 

system, as modelled in Power Factory, is shown in Figure 2.2.  

 

Figure  2.2 Single Machine Infinite Bus 

As seen in Figure.2.2, the SMIB system consists of a synchronous generator with a step up 

transformer and local load. A transmission line connects the terminal bus to the infinite bus. In this 
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model the dynamics of other generators in the system, are ignored which are modelled by the infinite 

bus. 

 

2.4 Power System Stabilizer  

Continuously acting voltage regulators have been used in power systems and have been added to 

power generation units since the late 1950ôs and early 1960ôs [15].  After these generating units 

became a high percentage of all generating units, low frequency
1
 and amplitude oscillations have been 

observed in power systems. These oscillations were recognized as detrimental consequences of 

voltage regulators [16]. The persistence of these oscillations could limit power transfer capability, and 

may isolate a subsystem from the rest of network.  These oscillations are the consequence of the phase 

lag imposed on the system through excitation system, generator and power system.  For further 

information of phase lag is given in [15] [16]. In order to have enough dampening in the system and 

extending the stability limit, a dampening component in phase with speed deviation (rotor angle 

deviation) should be added to the electrical torque.  

 Power system stabilizers (PSS) have been used to increase the dampening of the system. They 

normally add an additional signal to the AVR input signal which is in phase with speed deviation. The 

main task of the stabilizer is to compensate the phase lag in the system. Many control methods have 

been introduced for PSS application. The general structure of a PSS is shown in Figure 2.3 [3]. 

The measured quantities used as input signals are rotor speed deviation, the generator output active 

power and the frequency of generator terminal. Combinations of these quantities have been used as 

well.  

 

Figure  2.3 Phase Compensation Block Diagram [15] 

The first block in Fig2.3, is the measuring device and a low pass filter to filter out high frequency 

noise. The washout filter is deployed to filter out the voltage offset in steady state as frequency 

changes. The time constant for this filter is chosen from 5s to 20s. The gain amplifies the signal and 

the phase compensation should be designed in a way that it effectively compensates the phase lag of 

the system. 

  

                                                      
1
 0.2 to 3 Hz 
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2.4.1 Conventional Power System Stabilizer  

The commonly used power system stabilizer consists of two lead lag controllers known as a 

Conventional Power System Stabilizer (CPSS) [15]. The block diagram is shown in Figure. 2.4. 

 

Figure  2.4  Conventional Power System Stabilizer [15] 

The input signal is the speed deviation of the rotating shaft. The first block is an amplifier followed by 

a washout filter and two lead lag controllers. The last block limits the stabilizer signal. The high and 

low boundaries are usually set to 0.2 and -0.2 respectively. The tuning of the parameters of the PSS is 

essential for satisfactory results. The next chapter will discuss the proposed method for tuning of the 

power system stabilizer. 

 

2.4.2 Literature Review of Control Structures for Power System Stabilizers  

PSS has been the subject of many researchers. Although CPSS has been effectively applied to 

generation units since the 1960ôs but some of the shortcomings have intrigued the searching for more 

effective control schemes. Many papers have been published that focus on the design of new control 

strategies and structures of PSSs. In this section a review of the proposed control methods is 

presented. The input signal or quantity, control strategy and structure, place of PSS and consideration 

of the local or inter area mode of oscillation are the major topics that will be given attention. The aim 

of any new scheme is to obtain a more robust PSS which could enhance stability under all operating 

conditions. Some controller designs based on modern control techniques are introduced below. 

In a recent paper [17] a multiple input multiple structure PSS is introduced. The novelty of this work 

is using remote signals in addition to local signals. The remote signals are measured using Phasor 

Measurement Units (PMU), which measure frequencies at different buses and active power in tie 

lines. The proposed structure is tested in a two area four generator power system. This Structure is a 

commonly used for inter-area modes of oscillation. 

In [18] an extended integral control to the speed-governor system is introduced. The focus on this 

paper is on the control of stored kinetic energy in the generator through load frequency control loop.  

The control structure is tested in a two area multi machine system. The control of mechanical power is 

used to control the surplus kinetic energy. It replaces the PI controller in the load frequency control 

system with an extended integral control.  
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In [19] a robust multivariable controller is proposed and compared with CPSS. The controller is tested 

in a SMIB system. The input variables are speed deviation as well as power. The focus in this paper is 

modelling the uncertainty of the model.   

In [20] a self tuning multivariable adaptive controller is tested on a five machine system using a third-

order model. Deviation in speed and power are sampled as input signals and two output signals are 

fed to the excitation and governor. The algorithm uses a generalized predictive control (GPC) that 

predicts the future response of a process. This algorithm works well in a multi machine system.  

In [21]  a three dimensional PSS (3D-PSS) that utilizes rotor speed deviation, rotor acceleration   and 

load angle deviation has been introduced. 

In some proposed structures a combination of CPSS and Flexible Alternating Current Transmission 

(FACT) devices has been used. In [22] a coordinated design of a power system stabilizer and a static 

VAR compensator-based stabilizer is proposed and tested in a SMIB system. 

In most of the researches a unique software package is used. The novelty in this project is using the 

interface between two powerful software packages.   

2.5 Power System Model in Power Factory 

The power system in this project is a SMIB modelled in PowerFactory as shown in Figure.2.5. It 

consists of a 150 MW generator, a 6.6 to 13.8 kV step up transformer, a 50 MW 10 MVAR local load, 

a transmission line and an infinite bus which is connected to an external grid. The voltage at the 

connection point of the external grid is constant at all times to mimic an infinite bus and it receives 50 

MW of active power from the system. In Figure 2.5 the result of a load flow can be seen in the boxes.  

The parameters of all elements are presented in appendix A. 

In Power Factory, it is possible to add control blocks to the generation unit. The whole generation unit 

will be set up in a composite model (ElmComp). A frame for signal connection should be configured 

where the main block is the synchronous generator. Other control blocks can be added to this frame 

and during the simulation the signal flow in this frame will be executed.  

 

Figure  2.5 SMIB model in PowerFactory 
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The frame used in the composite model is shown in Figure 2.6 

As seen in Figure 2.6 there are 4 blocks in the frame. The main block is the synchronous generator. 

The other blocks are control modules including AVR, Governor and PSS. It is possible to add input 

and output for each block to form the desired signal flow. This frame should be linked to a composite 

model and each of these blocks should be linked to an element in the model. These elements could be 

objects in the power system or user defined blocks. When this frame is linked to the composite model 

each block should be linked to a common model.  The main slot is linked to the synchronous 

generator where the excitation voltage and turbine power are the input signals. The other slots are 

allocated to the AVR, Governor and PSS blocks. These blocks are defined as a common model in 

PowerFactory. They consist of a block definition (BlkDef) where variables, equations, classification 

etc of the block are defined, and a common block known as Dynamic Simulation Language (ElmDsl) 

where the parameters are configured as shown in Figure 2.7. 

 

Figure  2.6 Composite Model in PowerFactory 

 

Figure  2.7 Composite Model Dialogue Box 
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The IEEE type AC4A excitation [23] system is used which is an alternator connected to a thyristor 

rectifier. The output is the field voltage fed to the generator block. The block is in the PowerFactory 

library. It consists of a graphical model with block definition. The graphical view is shown in Figure 

2.8.   

 

Figure  2.8 AVR Block Diagram 

This graphical model should be linked to a model definition block where the parameters of the block 

could be set. This block is shown in Figure 2.9. These two blocks would be linked to the AVR slot in 

the composite model. 

The governor is selected to be asteam turbine with fast valving (TGOV2) from the PowerFactory 

library. The output is the mechanical power which is fed to the generation unit. The graphical model 

of the governor is shown in Figure 2.10. 

The PSS block is modelled as a user-defined model. The conventional PSS (CPSS) is modelled using 

macros in PowerFactory library. The macros used are a first-order lag differentiator, gain, two lead-

lag blocks and limiter which form the block definition. The block diagram of the CPSS is shown in 

Figure 2.11. 
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Figure  2.9 AVR Dialogue Box 

 

Figure  2.10 Governor Block Diagram

 

Figure  2.11 PSS block Diagram 
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The parameters of the PSS block are set using the common block shown in Figure 2.12. It should be 

linked to the model defined as CPSS.  

 

Figure  2.12 PSS Dialogue Box 

The parameters to be configured are gain and time constants as well as lower and upper limits.  

These three common (AVR, Governor, PSS) blocks should be linked to their corresponding slots in 

the composite model as shown in Fig. 2.7. 
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3  Tuning of Conventional Power System Stabilizer Parameters 

 

3.1 Introduction  

In this section of the report the tuning of parameters of the CPSS will be discussed. In order to have 

satisfactory performance, the parameters of the CPSS should be tuned.  The tuning methods and 

criteria differ according to the working conditions, the target mode of oscillation and the structure of 

the system stabilizer [15]. In the following section a review of the basic concept of tuning is presented 

followed by a literature review of the researches in this field. Afterwards, a tuning process based on 

Genetic Algorithm (GA) is performed on the power system under study.  

 

3.2 Tuning Concept  

The tuning of the PSS involves the selection of the parameters to achieve satisfactory performance of 

the power system. In [24] the effect of changes in the parameters of the PSS on performance is 

studied. As mentioned in chapter 1 of this report, power system stabilizers are used in order to 

dampen low frequency oscillations in the system. These oscillations are the result of phase lag 

through generator, excitation and power systems. The tuning technique is selected based on operating 

conditions, the targeted mode of oscillation and the structure of the PSS. Since CPSS are still the most 

commonly used stabilizer in power system their tuning will be studied.  

 

3.2.1 Tuning Methods 

Two widely used methods of tuning are as follows: 

¶ Phase compensation: in this method the parameters of the PSS are selected to compensate the 

phase lag imposed on the system by the generator, excitation system and power system in 

order to provide a torque change in phase with speed derivation. 
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¶  Root Locus: in this method the parameters are selected based in the position of zeros and 

poles of the closed loop. The tuning is done so that the eigenvalues associated with mode of 

oscillation are shifted as far across the left side of the S-plane as possible.  

In most proposed techniques, the tuning problem is converted into an optimization problem where a 

cost function should be minimized. This cost function is defined considering the methods mentioned 

above. The most commonly used cost functions are the dampening ratio of modes of oscillation or the 

difference between the positions of eignvalues with a desired line in the S-plane. These cost functions 

are described in detail later in this section.  

 

3.2.2 Tuning Parameters 

For a CPSS, the parameters to be tuned are defined as follows: 

¶ Washout Filter time constant (Ὕ ): Since the washout block is a high pass filter to remove dc 

signals, this is not a critical parameter and could be any value from 1 to 10 s.  

¶ Stabilizer Gain (ὑ): The gain should be wisely chosen to give maximum dampening on 

desired critical modes without effecting stability in other modes. It is normally chosen within 

a range of 10 to 80.  

¶ Phase Lead Compensation Time Constants (ὝὝὝὝ): These time constants should be 

chosen in a way that they compensate the phase lag between exciter input and electrical 

torque. These phase lags change according to various operating conditions so a trade-off 

should be considered to have satisfactory dampening under all conditions.  

¶ Output Limit: This limit is applied to avoid large terminal voltage excursions in transient 

conditions due to control action. The limit is commonly chosen between 0.1 to 0.2 pu. 

 

3.3 Modal Analysis 

Modal analysis has been used in many researches as a tool in the process of tuning and studying the 

behaviour of the system. The modal analysis is the study of modes of a dynamic system that has been 

converted to a linear state space model [25].  

In order to achieve the state space representation, the mathematical relation of system dynamics is 

converted to state space linear model.  The dynamics under attention are electromechanical dynamics 

so that the eigenvalues related to electromechanical modes of oscillation can be spotted.  The system 

matrix is then transferred to a diagonal or Jordan matrix, where the eigenvalues of the system are the 

elements of this matrix.  
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 The mathematical explanation for calculating eigenvalues is described in [25]. A set of differential 

algebraic equations (DAEs) are used as given below: 

ὼ Ὢὼȟώȟ‘ 

π Ὣὼȟώȟ‘                                                                                                                                 (3.1) 

In Eq. 3.1 Ὢ and Ὣ are vector functions representing electromechanical dynamics, ὼ and ώ are state 

variables relating to electromechanical and electromagnetic state variables respectively, and ‘ is the 

set of system parameters. . Using linear approximation, the equation set (3.1) is converted to the 

following linear representation: 

Ўὼ
π

Ὢɳ Ὢɳ

Ὣɳ Ὣɳ
ȟ ȟ

Ўὼ
Ўώ

                                                                                                  (3.2) 

In Eq.3.2 ὼȟώ  are the equilibrium points. By solving the set of equations (3.2) w.r.t.  Ўὼ the system 

equation could be reduced to: 

Ўὼ   ɳὪ Ὢɳ Ὣɳ Ὣɳ
ȟ ȟ Ȣ

Ўὼ ὃ ὼȟώȟ‘Ўὼ                                                      (3.3) 

In Eq. 3.3 ὃ is the system matrix. By converting the full matrix ὃ into a diagonal matrix, 

ὨὭὥὫ‗ȟ‗ȟȣȢȢȟ‗ , the eigenvalues of the system are obtained.  The positions of these eigenvalues 

in the S-plane could be used as an index to analyse the transient stability of the power system.  

One of the factors that could be used in the stability analysis is the dampening ratio defined by: 

„                                                                                                                                   (3.4) 

In Eq. 3.4, Ŭ and ɓ are the real and imaginary parts of the corresponding eigenvalues respectively. 

This factor indicates how dampened an oscillation mode is. This is a good factor for assessing the 

level of stability of the system. It has been mandated in many grid codes that the dampening ratio of 

all modes should be at least 10% for normal operating conditions and 5% in case of allowing for any 

contingency in the power system. 

 

3.4 3.4 A literature Review of Previous Work on Tuning of Stabilizer 

In this part a short review of previous researches on tuning the power system stabilizer is presented. 

Most of the publications have been working on tuning the parameters of a CPSS but in some papers 

other control structures have been employed. The performance indices, power system under study, 

targeted mode of oscillation, and optimization techniques, are the different factors in these researches.  
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The tuning of a CPSS is presented as an optimization problem in most researches [26]. Due to the 

nonlinear time variable nature of power system, traditional differentiable algorithms are very difficult 

to use. That is the reason why many meta-heuristic search techniques have been employed to solve the 

optimization problem. In the following some of these techniques along with some sample researches 

are presented. 

 

3.4.1 Tabu Search 

Tabu search (TS) algorithm is a heuristic search algorithm that uses a flexible memory structure to 

remember possible solutions and avoids cycling and entrapment in local optimal solutions. It has been 

used widely in power applications to solve optimization problems. In [27]   a search algorithm to find 

optimal parameters of a CPSS is presented. The result has been tested in SMIB and multi machine 

systems. The objective function is the position of eigenvalues in the S-plane. It is chosen in order to 

shift the eigenvalues to the left half of the S-plane. 

In recent research in [28] a combination of TS and differential evolution (DE) has been applied to a 

SMIB system. In [29] this search technique has been compared with other heuristic search algorithms. 

The proposed PSS is evaluated on the Colombian power system. 

 

3.4.2 Simulated Annealing 

  SA is an optimization algorithm that simulates the annealing techniques used in metallurgy. In 

addition to an objective function, another global parameter called temperature is considered in 

randomly choosing new solutions. In [30] a robust PSS is presented that is tuned by SA algorithm and 

tested on a three machine power system.  

 

3.4.3 Genetic Algorithm 

GA algorithm mimics the biological evolution to find an optimal or near optimal solution to an 

optimization problem. The natural processes like mutation are simulated in order to find the optimal 

point.  GA has been employed for PSS tuning more than any other search techniques. In [31] GA has 

been employed in simultaneously tuning multiple PSS. The cost function is defined as the sum of the 

spectrum dampening ratios. The power system under study is the well-known New England system. A 

similar approach is taken in [32], where GA based tuning has been applied to PSS and static VAR 

compensators.  
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In [33] a GA is used to calculate the optimal parameters of PSS as well as the optimal location of PSS 

in a multi machine system. A location index is created by considering all the possible combinations 

for placement of the PSS. 

 

3.4.4 Particle Swarm Optimization  

Particle Swarm Optimization (PSO) is another method of finding a solution of non differentiable 

optimization problems. It chooses a population named as particles as candidate solution and moves 

these particles throughout the search area to find the best positions. This technique has been used in 

many power system applications including PSS parameters tuning. In [34]  PSO has been utilized to 

find optimal parameters of PSS in a multi-machine system. A two criteria function has been defined 

considering the dampening ratio and the real part of eigenvalues. In a recent work in [35] a multi 

objective PSO is used to find the optimal values. Integral square error (ISE) and integral of time 

multiplied absolute value of the error (ITAE) has been defined as objective functions.  

The use of DIgSILENT PowerFactory modal analysis is proposed in [36]. It uses a PSO algorithm in 

a MATLAB environment. An automatic data exchange between PowerFactory and MATLAB is 

established to facilitate the optimization process.  

 

3.5 CPSS Tuning Using Genetic Algorithm and PowerFactory Modal Analysis 

In this section the proposed tuning algorithm on the SMIB system introduced in 2.5 will be explained. 

The tuning process is done using PowerFactory Modal Analysis and an optimization process that uses 

the Genetic Algorithm toolkit in MATLAB. A data exchange interface is established between 

MATLAB and PowerFactory to facilitate the optimization process.  

 

3.5.1 PowerFactory Modal Analysis 

Modal Analysis is a powerful simulation tool in PowerFactory. It uses the Differential Algebraic 

Equations to gain the system matrix. The result of the modal analysis provides valuable information 

such as the real and imaginary part of all eigenvalues, dampening ratio, dampened frequency 

controllability amplitude and angle etc. There is the capability to plot the position of the eigenvalues 

in the S-plane. Modal Analysis is run on the SMIB system under study. Initial values shown in Table 

1 are used for the CPSS parameters. The time constant of the washout filter is set to 10s.  
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Table 1 CPSS Parameters 

Parameters Min 

K 50 

T1 3 

T2 0.3 

T3 2 

T4 0.2 

 

After running the Modal Analysis the position of eigenvalues can be seen in an Eigenvalues Plot. This 

plot is the real and imaginary parts of each eigenvalue. This plot is shown in Figure 3.1. As seen in 

Figure 3.1, all the eigenvalues are in the stable region i.e. all the real parts are negative, but this plot is 

not fixed for all operating conditions. Changes in parameters of the power system could shift these 

eigenvalues across to the unstable region. So the parameters of CPSS should be adjusted so that all the 

eigenvalues related to oscillation modes are shifted to the right as much as possible. The result of 

modal analysis can be shown in form of a spread sheet using the ComModres
1
 command. Valuable 

data could be fetch from this spread sheet, as shown in Table 2. In this table the real and imaginary 

part, magnitude and angle, dampening frequency and time constant, dampening ratio etc can be seen.  

As seen in the table the lowest dampening ratio, which is 16%, belongs to modes 11 and 12. Although 

this dampening ratio is still acceptable but with minor changes in operating condition this ratio could 

get lower even to a negative ratio which means the system is unstable. 

 

Figure  3.1 Eigenvalues Position Result of Modal Analysis 

 

                                                      
1
 Command Modal Result 
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Table 2 Result of Modal Analysis 

 

By changing the parameters of the CPSS it is possible to shift the eigenvalues to the left side of the S-

plane. Finding the optimal values is a challenge due to high dimensionality of the problem. So a 

search technique should be devised that could find optimal operational parameters of the CPSS. Many 

search and tuning techniques were introduced in section 3.4. Meta heuristic techniques have been 

used in many researches. In [37] a comparison of different techniques has been conducted including 

the Genetic Algorithm that is chosen for this project.  

 

3.5.2 Genetic Algorithm  

The GA is based on biological evolution to find the optimal or a near optimal solution to an 

optimization problem. A fitness function should be defined which is the cost function of the 

optimization problem [38]. A random population of individuals is encoded in the form of a binary 

string. The definition of this code is done by the engineers deploying the algorithm. The search 

criteria in based solely on fitness function. The fitness of each individual is examined and compared. 

The selection process is copied from biological evolution, including mating and mutation. Since the 

selection of populations is based on a stochastic process the solution to the problem is not unique.  

There are many advantages in using GA as pointed in [38]: 

¶ It explores the entire search space, so it is unlikely that it will get stuck in a relative local 

optimum point. 

¶ It is not necessary to have a mathematically elaborate representation of the optimization 

problem. There could be some discontinuities in the search space. 
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¶ The answer is usually a very good solution to the problem not the best answer, which 

prevents the algorithm becoming stuck in holes in mathematics or on top of a local optimum 

point. 

The GA begins with a chosen population called the initial population. It is possible to allocate a 

desired initial population where the boundary of the answer is known and we want GA to starts 

searching close to it. The initial condition should be chosen somewhere near the peaks or holes to 

avoid searching a wide area. Each population consists of individuals that are the encoded strings of 

the variables of the answer. This string is called a chromosome and is in form of a binary string. Each 

bit in this binary string is called a gene.    

After choosing the initial population the fitness score of the individual is calculated employing a 

defined fitness function. Afterward the next population is generated by randomly choosing individuals 

in previous populations with the best fitness function.  Then the recombination and mutation of 

individuals is performed to generate all possible answers. Since GA uses random processes the answer 

is not deterministic. Running GA on the same problem multiple times may produce different answers 

but all the answers should have acceptable fitness. GA stops when there is a very small difference in 

the fitness score of newly generated individuals.  

 

3.5.3 PowerFactory MATLAB Data Exchange 

 The tuning process of CPSS has two parts. PowerFactory runs a modal analysis and MATLAB runs 

the GA optimization. Manual data exchange between the results of each calculation is a cumbersome 

and time consuming process, so some sort of automation should be established between the two 

software packages in order to speed up the execution of tuning algorithm.  

DIgSILENT Programming Language (DPL) is a user interface provided in PowerFactory which 

enables the users to write down commands in the form of scripts. These commands could be used to 

add some sort of automation to the tasks running needed during simulation. By using DPL scripts, it is 

possible to run different simulations, change parameters of elements, save and load data from files and 

create loops and conditions (like while and if loops) [39]. 

Both software packages are capable of saving data in the form of CSV files. These file are used to 

exchange data between the two software packages. Three files are defines: 

¶ Switch.csv: This file consists of one variable which is used as a switch. The two software 

packages use this variable to realize which one is running the algorithm. When the switch is 

0 MATLAB is running the GA and PowerFactory is in waiting condition whereas when 

switch is 1, PowerFactory is running Modal Analysis and MATLAB is in waiting condition. 
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¶ Stop.csv: This file has one variable. MATLAB uses this file to announce the termination of 

GA process to PowerFactory.  

¶ Psspar.csv: This file has 5 variables. These variables are the parameters of the CPSS. 

MATLAB saves these variables and PowerFactory loads them during each iteration. 

¶ Psseign.csv: This file contains all the data relating to the position of the eigenvalues. 

PowerFactory writes the real and imaginary parts of eigenvalues after running the Modal 

Analysis. 

 

Figure 3.2 depicts the flowchart of the proposed data exchange steps. This scheme has been adapted 

from [36] 

  

 

Figure  3.2  Data exchange between MATLAB Power Factory 
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As seen in Figure 3.2 PowerFactory runs the Modal Analysis and saves psseign.csv file. Meanwhile 

MATLAB is stuck in a dummy loop checking the status of the switch.csv. When PowerFactory 

finishes the process of Modal Analysis it changes the status of the switch and consequently MATLAB 

comes out of dummy loop. Now PowerFactory is repeating a dummy loop checking the status of the 

switch and MATLAB calculate the fitness score using the result of Modal Analysis, and the GA 

generates new variables for CPSS parameters. When the new parameters are ready MATLAB save 

these parameters in the file and changes the status of the switch. This process continues until the GA 

stops and MATLAB changes the status in the stop.csv file, where upon PowerFactory terminates the 

script.  

This automation is fulfilled using DPL script in PowerFactory. The DPL script is configured using the 

ComDpl dialog box as shown in Figure 3.3. 

 

Figure  3.3 DPL Script Dialogue Box 

 

As seen in Figure 3.3, all the parameters and their types used in the script should be defined and 

named accordingly. All the external objects whose parameters may be changed in the script should be 

defined and named. All other commands like running RMS simulation or Modal Analysis should be 

added in the contents window as shown in Figure 3.4. As seen in this figure, the commands used in 

the scripts are load flow calculation (LDF, .ComLdf) , modal analysis (MDA, .ComMod) , output 

window update(Echo .ComEcho) and saving results (Results, .ComRes). The settings for saving data 

in the form of a spread sheet should be configured in the later. The dialog box is shown in Figure 3.5. 

The variables that are targeted to be saved in the file should be selected. Here the real and imaginary 

parts of eigenvalues are selected.  
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Figure  3.4 Contents of DPL 

 

Figure  3.5 ASCII Result Saved 

The DPL script is shown at the end of this chapter with comments on functionality of each command. 

 A fitness function should be defined for GA. This fitness function or cost function should be 

judiciously chosen so that it reflects the performance of the system. Here the cost function is defined 

using the dampening ratio of all the eigenvalues as shown in Eq.3.5: 

Ὠὥάὴὶ                                                                                                                         (3.5) 

The cost function could be defined as  

ὐ ÍÁØ ÍÉÎ Ὠὥάὴὶ    Ὥ ρȟςȣȣ                                                                                    (3.6) 
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where Ὠὥάὴὶ is the dampening ratio related to the i-th oscillatory mode.   

Constraints are the ranges of the variables: 

ρπ ὑ ψπ  

.πȢρ Ὕ σ 

πȢπυ Ὕ ρ  

πȢρ Ὕσ ς  

πȢπυ Ὕ ρ  

  In Eq. 3.5. ‌ and ‍ are real and imaginary parts of the eigenvalues in the S-plane respectively. These 

data are saved in psseign.csv by PowerFactory. MATLAB loads this file and filters out all the 

eigenvalues with negative imaginary part (complex eigenvalues). The dampening ratios of all the 

eigenvalues are calculated next and the minimum value of all dampening ratio is determind. Since we 

want to search for parameters that will produce the maximum dampening ratio, and GA is a 

minimization algorithm, the negative of minimum dampening ratio is returned as the fitness score. 

The script which is in form of an m.file is shown below: 

     

 

 

 

 

 

 

 

 

 

 

 

 

function  dampen_r= eigenplace (XY) ;  
K=XY(1);  
T1=XY(2);  
T2=XY(3);  
T3=XY(4);  
T4=XY(5); % reading the data created by GA  
PSSPAR=[K T1 T2  T3  T4] ;  
PSSPAR=PSSPAR' 
csvwrite ( 'psspar.csv' ,PSSPAR) ;  % saving data to be loaded by 

PowerFactory  
csvwrite( 'Switch.csv' ,1); %Rewrite the Switch.csv file for DigSILENT to 

start  
          Switch=1;   
            while  Switch==1 %The loop  which makes Matlab to wait 

DigSILENT to compute  
                 for  o=1:4000000 %The loop for delaying the switch sccan        
                 end  
                 [Switch] = load( 'Switch.csv' ); %Read the Switch.csv 

file  
                    if  Switch==0 %The condition of breaking out from 

while loop  
                    break  
                    end  
           end  
load psseign.csv  
%Filter only the positive complex eigenvalues  
POS_index=find(psseign(:,2)>0);   % find positive imaginary part  
psseign=psseign(POS_index, :);  
%END Filter only the positive complex eigenvalues  
%Dampening ratio calculation  
[size_1, r]=size(psseign);  

                                                             Continues..  
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It can be seen in this script that the data exchange codes with PowerFactory are embedded in fitness 

function as well. This file is configured as the fitness function in the GA. The code to run GA is as 

follows: 

  

 

 

 

 

 

3.5.4 Simulation and Result   

In this section, a simulation is performed in PowerFactory and the results are shown to compare the 

power system performance in three scenarios. In the first scenario, the power system is supposed to 

have no CPSS. In the second scenario it is supposed to have CPSS while the parameters are chosen 

arbitraril y and in the last scenario the parameters of CPSS are chosen to be the tuned parameters 

calculated using GA.  RMS simulations are run in which two events are configured. The first event is 

a three phase short circuit fault happening at 0.5 s and lasts for 500 ms. The second event is 10 % 

increase in local load that occurs at 8s.  

Before running the simulation, the proposed tuning process is performed by running the DPL script 

and GA simultaneously. After finishing the optimisation process the best values for CPSS parameters 

are returned. The results of the GA are shown in Figure 3.6. 

%% Genetic Algorithm for minimizing the dampening ratio of SIMB system  

fu nction  [psspar,fval,EXITFLAG,OUTPUT,POPULATION,SCORES]=GApsstune                                     

csvwrite( 'stop.csv' ,0)  

LB = [10 0.1 0.05 0.1 0.05] ;       %% lower band of pss parameters  

UB = [80 3 1 2 1];                  %% upper band of pss  parameters  

options = gaoptimset 

( 'PlotFcns' ,{@gaplotbestf,@gaplotstopping,@gaplotbestindiv}, 'generations' ,10, 'Stall

GenLimit' ,10, 'StallTimeLimit' ,1000) ;   

[psspar,fval,EXITFLAG,OUTPUT,POPULATION,SCORES]= 

ga(@PSSFIT,5,[],[],[],[],LB,UB,[],[],options);  

fprin tf( 'The best scores found was : %g \ n' , SCORES);  

fprintf( 'The best function value found was : %g \ n' , fval);  

csvwrite( 'Switch.csv' ,1)  

csvwrite( 'stop.csv' ,1)  

 

dampen_r1=[];  
 for  i =1:size_1  
    dampen_ind= - psseign(i, 1)/(sqrt(psseign(i,1).^2 + 

psseign(i,2).^2));  
    dampen_r1=[dampen_r1; dampen_ind];  
end  
dampen_r= - min(dampen_r1);  
%END Dampening ratio  
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Figure  3.6 The Status of GA in MATLAB  

The best values proposed by GA optimization are shown in Table 3. 

Table 3 Best PArametrs Found 

Parameters value 

K 74.6769 

T1 1.9514 

T2 0.2066 

T3 1.8068 

T4 0.6946 

 

These parameters are applied to the CPSS model in PowerFactory and a Modal Analysis is performed. 

The positions of all eigenvalues are shown in Figure 3.7. considering the three scenarios. The red line 

in Figure 3.7 is the locus of all the values with dampening ratio of 10%. It can be seen that when there 

is no CPSS in the control loop there is one eigenvalue with dampening ratio lower than 10%. With 

untuned CPSS all the eigenvalues have a dampening ratio higher than 10% but at least one eigenvalue 

related to oscillatory mode is close to the line. It is very likely that in case of any contingency this 

eigenvalue could shift to the right and even move into the unstable area. When the tuned parameters 

of Table 3 are applied it can be seen that all the eigenvalues are shifted to the left side. RMS 

simulations are run using the events described earlier. Two variables have been monitored. Figure 3.8 

shows the speed and Figure 3.9 shows the output power of the generator. 
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Figure  3.7 The Eigenvlues of Three Scenarios 

 

Figure  3.8 The Rotor Speed. Simulation of 3 Phase Fault 

 

Figure  3.9 The Output Power. Simulation of 3 Phase Fault 
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As seen in Figures 3.8 and 3.9 the oscillation when there is no PSS persist for many seconds and when 

the tuned CPSS is used these oscillations are dampened in one or two cycles. The PowerFactory DPL 

script is shown below. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

fopen('C:\Users\Ali \Documents\Matlab\stop.csv','r',7);   

fscanf(7,'%f\t', stop); 

fclose(7);               !  Reading the Stop.CSV file 

 

while (stop=0)    {      !  The loop will execute until stop is not zero 

  fopen('C:\Users\Ali \Documents\Matlab\Switch.csv','w',8);  

  x=0;  

  fprintf(8,'%f\t', x);  

  fclose(8);  

    while (x=0) {          ! DigSILENT waits for Matlab to write    

      fopen('C:\Users\Ali \Documents\Matlab\Switch.csv','r',7);   

      fscanf(7,'%f\t', x);  

      fclose(7);   

         for (y=0; y<500000 ; y=y+1)    {  

              }            ! Dummy loop 

            }          

  fopen('C:\Users\Ali \Documents\Matlab\psspar.csv','r',8);           

  fscanf(8,'%f\t %f\t %f\t %f\t %f\t', K, T1, T2, T3, T4); 

  fclose(8);  

  pss:K=K; 

   pss:T1=T1; 

     pss:T2=T2; 

        pss:T3=T3;         ! Reading and updating new parameters 

          pss:T4=T4;                                                                                      Continuesé 

  LDF.Execute();           ! running load calculation 

  MDA.Execute();           ! running Modal Analysis 

  Results.Execute();       !  saving data to csv file 
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LDF.Execute();           ! running load calculation 

  MDA.Execute();           ! running Modal Analysis 

  Results.Execute();       !  saving data to csv file 

 

  fopen('C:\Users\Ali \Documents\Matlab\Switch.csv','w',8);      

  x=0;  

  fprintf(8,'%f\t', x);  

  fclose(8);    

           

  fopen('C:\Users\Ali \Documents\Matlab\stop.csv','r',7);   

  fscanf(7,'%f\t', stop); 

  fclose(7);      

}  
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4 Power Factory to MATLAB/Simulink Inte rface 

 

4.1 Introduction  

Simulation software are reliable tools used by designers and operators to run tests and experiment on 

power systems and validate the efficiency of designs. They provide an environment to model the 

process and simulate various working conditions with ease and low costs and without exposing the 

real system to detrimental tests consequences. With the advances in the equipment and increasing 

complexity of systems, more accurate and developed simulation software with more capabilities have 

been introduced. The interface between different simulation software can make optimum use of them, 

where each one of them has been developed for specific area. The Dynamic Data Exchange capability 

in operating systems creates an environment where the interface between simulation software can be 

achieved. In [40]  an example of PSCAD to MATLAB interface is demonstrated where a fuzzy logic 

controller created in MATLAB is integrated into an ac-dc rectifier. In [41] the requirements, methods 

and issues for interfacing transient simulation software is introduced and illustrated, with the focus on 

programs which use mathematical algorithms to simulate electromagnetic phenomena.  

In this part of the report, the interface between DIgSILENT Power Factory and MATLAB/Simulink 

will be illustrated. Power Factory is a powerful tool to model and analyse power systems and is 

widely used. It is possible to model simple and classic control structures in PowerFactory as common 

models and as user defined models, but more complex and advanced control structure like artificial 

intelligent techniques cannot be modelled in PowerFactory. To facilitate the integration of more 

complicated algorithm into Power Factory models, it is possible to link a common model in Power 

Factory with a MATLAB script. The detailed process and examples of a PowerFactory and MATLAB 

interface are presented in [42].  
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4.2 DigSilent PowerFactory to MATLAB Interface Structure  

In this section the overall structure to link a PSS design in MATLAB to the PowerFactory 

Environment is illustrated. 

4.2.1 Power Factory Configuration  

 The first step is to add a new slot in the composite model for MATLAB interface. This new slot 

should be linked to a common block defined as Dynamic Simulation Language (ElmDSL) and a block 

definition (BlkDef). In the composite model, the input and output signals which are exchanged 

between MATLAB and Power Factory should be drawn. This new slot is shown in Figure 4.1 called 

MATLAB Interface BlK. Since this block is acting as PSS block, the input signal is speed and the 

output is UPSS, which are both connected to the slot.  

 

 

Figure  4.1 MATLAB Block in Composite Model  

By adding this slot a new row will be added to the composite model to link this slot to a DSL model. 

A block definition should be defined as shown in Figure 4.2.  This is where the MATLAB interface is 

configured. As seen in the Figure 4.2, in Basic Data tab and in the Classification section MATLAB 

m.file should be chosen and the address of m.file should be entered. Input and output signals, state 

variables and parameters should be entered in the variables section.  
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The names used in the MATLAB script for variables should be identical to the names used in the 

block definition. The initial conditions of state variables should be defined under Equation tab. The 

variables and their units are also defined in this section, as shown Figure 4.3. 

 

 

 

 

 

 

 

 

 

Figure  4.2 Block Definition for MATLAB Interface  

 

 

Figure  4.3 Initial Conditions and Variable Definition in Block Definition  
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4.2.2 MATLAB and Simulink Configuration  

In this section, the structure to be configured in MATLAB to establish the interface is demonstrated. 

The MATLAB model could be a script written as m.file or a model in Simulink. Since PowerFactory 

can only call scripts, the Simulink model should be called via a function and as a script. PowerFactory 

uses a common workspace so all the variables and parameters should be defined as global variables in 

MATLAB. In this section two m.files will be created in order to model a CPSS. The first model is a 

block diagram in Simulink and the second one is a MATLAB script which acts as the CPSS.  

Using Simulink, the first step is to create the model that is shown in Figure 4.4. As seen in Figure 4.4 

the CPSS is modelled using Simulink transfer functions. All the variables and parameters should be 

named identical to the ones in the block definition in PowerFactory. This model should be called 

through a MATLAB function as an m.file. This m.file is the script which is called by PowerFactory. 

All the variables should be defined according to their name in the PowerFactory block definition. The 

state variables should be set for Simulink as options, and then the Simulink model should be called in 

MATLAB script as shown below: 

 

 

 

 

 

  

 

 

Figure  4.4 Simulink Model of CPSS 

To validate the functionality of this interface, a simulation is run to compare the result of the Simulink 

Model with the CPSS modelled in PowerFactory. The events during simulation are a 3-phase short 

circuit in the transmission line at 0.5s which last for 300 ms, and a 10% increase in load at 8 s. The 

results are shown in Figure 4.5. 

function  [t,x,y]= gainpssf ;  
global   yi Tw  T1 T2 T3 T4  x1 x2 x3 k  Limit yo init options;  
options = simget ( 'PssSim' );  
options= simset ( 'InitialState' , [x1,x2,x3]);  
[t,x,y]=sim( 'PssSim' ,[],options);  
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Figure  4.5 Result of Simulation Comparing Simulink and PowerFactory Blocks 

As seen in Figure 4.5, the outputs of both blocks are identical. The difference between state variables 

is due to different definitions for state variable in Power factory and Simulink, which should be taken 

into account when defining initial states.  

It is possible to realize the CPSS model in MATLAB as a function without linking to Simulink. One 

approach is to obtain the state space of the CPSS transfer function and use the state space matrices to 

update the state variable in each time frame, as shown below. Using this script makes the simulation 

speed much faster since there is no need to call the Simulink block at each time step. 

 

 

 

 

 

 

 



45 

 

 

 

 

 

. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

function  [t,x,y]= gainpssf ;  
global  t yi Tw T1 T2 T3 T4 u x1 dt x2 x3 k u Limit  init options;  
t=[0;0.01]      ;  
dt=t(2) - t(1)    ;  
u = k * yi            ;  
X(:,1)= [x1;x2;x3]   ;  
A= - 1/Tw      ;  
B= 1         ;  
C= - 1/(Tw * Tw) ;  
D= 1/Tw         ;  
X(:,2)=  dt * (A*X(:,1)+ B*u) + X(:,1);  
y(1,1)= (A*X(:,1)+ B*u) ;  
y(2,1)= (A*X(:,2)+ B*u);  
x= transpose (X)            ;  
for  i=1:size(y)  ;  
    if  (y(i)>  Limit)  
        y(i) = Limit  ;  
    elseif   (y(i)< - 1 * Limit)    
         y(i) = - 1 *Limit  ;  
    end  
end      
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5 Artificial Neural Network based Power System Stabilizer. 

 

 

5.1 Introduction  

Classical control theory structures are based on linearization of power systems where the parameters 

of the system are simplified [43]. These linear models do not fully represent the nature of the actual 

nonlinear system. Adaptive and robust control theories have been proposed to overcome vulnerability 

of fixed conventional structures. These structures have the ability to change their parameters to meet 

new operating conditions of the system. 

Conventional power system stabilizers have been used since 1960ôs in power grids to dampen low 

frequency oscillations in interconnected power grids. But power grids are nonlinear complex systems 

and the operating conditions are constantly changing. Also, the ever increasing demand and limited 

generation capacity has further forced power systems to operate close too transient stability limits. 

Conventional control structures like lead lag controllers work well for most operating points but their 

lack of flexibility in unpredicted operating conditions casts a shadow over their performance. Modern 

control theory has been employed to design more advanced control topologies and structures. 

Adaptive and robust control theories have been proposed to overcome the vulnerabilities of fixed 

conventional structures. These structures have the ability to change their parameters to meet new 

operating condition of the system. 

Artificial intelligent (AI) techniques have been studied over decades in order to introduce effective 

control solutions to complex problems. Many intelligent techniques have been proposed to enhance 

the stability of power systems [44].  

In this section, an Artificial Neural Network based Power System Stabilizer (ANNPSS) is proposed. 

A short description of neural networks is represented and the training of neural networks is briefly 

explained. Then the proposed structure is illustrated by comparing with of the performance of CPSS. 

5.2 Artificial Neural Networks  

Artificial Neural Network (ANN) is a computational model that mimics the cognitive process of the 

human brain [45]. The computational elements are nodes called neurons, which act like a human 

nerve systemsô neuron. A simple neuron is depicted in Figure 5.1. 
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Figure  5.1Simple Neuron [45] 

As seen in Figure 5.1 a neuron consists of one or some inputs that are mapped to one or more outputs. 

The mapping relation is the weighted summation of inputs plus a bias which has been passed through 

the activation function.  Equations of this relation are shown below. 

ὲὩὸὡὖ ὡὖ ὡὖ ὄ                                                                                              (5.1) 

ώ ὪὲὩὸ                                                                                                                                   (5.2) 

The combination of these neurons shapes a Neural Network. There are many activation functions that 

could be employed according to the application. Some samples are shown in Figure 5.2.  

 

Figure  5.2 Activation Functions [45] 

 

Different structures could be made by combining the simple neuron in Figure 5.1. to make multilayer 

neural networks. A sample multilayer neural network is shown in Figure 5.3. 

 

Figure  5.3 Multilayer Network  [45] 

The most important feature of a neural network is the capability of being trained. The training of the 

neural network is adjustment of parameters so that the input vector is mapped to the desired target 

vector. During the training the input vector and target output are given and the output of the neural 

network is compared with the target output. The training is carried out according to an error function 

known as a performance function. A common performance function is the mean square function with 

the relation shown in Eq 5.3. 

ὐ В ὸ ώ                                                                                                                   (5.3) 
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The training algorithmôs aim is to minimise the performance function. There are many different 

algorithms to update the parameters of neural networks. A commonly used algorithm is the steepest 

descent algorithm. It uses the gradient of the performance function to update the parameters, as shown 

in Eq 5.4: 

ὡ Ὧ ρ ὡ Ὧ ‗                                                                                                            (5.4)   

In Eq5.4 ɚ is known as the training rate. To find the gradient of the performance function w.r.t all the 

parameters in a neural network, the chain rule can be used, as shown below: 

                                                                                                                         (5.5) 

By back propagating the chain rule all, the parameters up to the input layer can be updated.  

 

5.3 Application of Artificial Neural Networks i n Power Systems 

ANNs have been suggested in a wide range of application in power systems [46].  These applications 

are mostly in these areas: 

¶ Load forecasting 

¶ Fault diagnosis and fault location 

¶ Economic dispatch 

¶ Security assessment 

¶ Transient stability 

Although many papers has been published suggesting that neural networks can be used for power 

system problems, there are still some challenges to be resolved to overcome lack of assurance of using 

them in real applications.  

 

5.4 Previous Work on Artificial Neural Network based Power System 

Stabilizers 

In this section, a review of previous researches on using ANN based PSSs is presented. In many 

applications, ANN has been used as a tuning tool for CPSS. In other papers they have replaced the 

CPSS and the control structure is based on ANN. In some papers a combination of intelligent 

techniques such as ANN and fuzzy logic has been employed.  

In [47] ANN has been used for real time tuning of a PSS. The control structure is a proportional 

integrator controller (PI Controller) and the gains of the controller are tuned by use of feed-forward 

ANN.  The generator output power and power factor are the input signals to the ANN. The training 

data are obtained by calculating the PSS parameters in order to achieve pre-specified eigenvalues. 

Another proposed control structure based on ANN is given in [48], where two ANN designs based on 

speed variation and generic stabilizing signal are proposed on a SMIB system. The training is based 

on offline data generated by an optimized CPSS. 

In [49]  ANNPSS is proposed using the nonlinear power flow dynamics. The topology consists of two 

ANNs:  a neural identifier and a neural controller. The neural identifier models the dynamics which is 

used to train the neural controller. 
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A similar structure of using a neural identifier is presented in [50]. In this paper instead of an ANN 

controller a fuzzy logic adaptive controller is proposed.  

In [51] the same method of using a neural identifier is employed using the deviation in rotor speed. 

The identifier produces and approximation of speed deviation, which is compared with desired speed 

which is used to train a feed forward neural controller through back propagation.    

 

5.5 Predictive Power System Stabilizer based on Artificial Neural Network 

In this section, the proposed control structure used in this project is illustrated. The MATLAB Neural 

Network toolbox is used to realize the ANN, which is interfaced to DIgSILENT PowerFactory using 

the methods given in Chapter 4. The power system is a SMIB modelled in PowerFactory as defined in 

Section 2.5.  

 

5.5.1 ANNPSS Control Topology 

The structure of the controller is shown Figure 5.4 

 

Figure  5.4 ANNPSS Control Structure 

  As seen in Figure 5.4, the ANNPSS consists of two neural networks: A neural identifier, which 

models the dynamics of the system, and a neural controller. This predictive control structure is 

adapted from [52]. The Neural Identifierôs task is to predict the output of the system. The predicted 

value is then compared with the desired value to find the error. This error is later used as the 

performance function in the Neural Controller when the network is being trained. The design detail of 

each ANN is described in the following section. In order to enable the interface between 

PowerFactory and MATLAB, the interface described in Chapter 4 is used. Two more blocks are 

added to the composite model in PowerFactory to interface with Neural Identifier and Neural 

Controller. The new composite model in PowerFactory is shown in Figure 5.5. 
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Figure  5.5 Blocks to Embed Neural Identifier and Controller 

 

5.5.2 Neural Identifier   

The task of Neural Identifier is to model the dynamics of the system as seen by the PSS. In order to 

model the power system, which is a nonlinear system, the Non-linear AutoRegressive Moving 

Average (NARMA) model is used [53]. The NARMA model is an input-output representation of a 

nonlinear system. According to this model the output of a discrete non linear system could be defined 

as a function of current and previous values of system input and output, as shown in Eq 5.6. 

ώὯ ρ
όὯȟόὯ ρȟόὯ ςȟȣȣȣȟόὯ ὲ

ώὯȟώὯ ρȟώὯ ςȟȣȣȣȟώὯ ὲ
                                                               (5.6) 

The proposed neural network to realize the NARMA model is created using the MATLAB neural 

network toolbox. The Neural Identifier is shown in Figure 5.6. 

 

 

 

 

 

 

Figure  5.6 Neural Identifier Topology 

As seen in Figure 5.6, a two layer feedforward network is used as the identifier. The inputs to this 

network are speed and UPSS signal with time delays to create the previous values. The output signal 

is the next discrete value of speed.  

The training of the neural identifier is carried out using the performance function given in Eq 5.7. 
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ὐὯ ύὯ ύὯ                                                                                                                   (5.7) 

In Eq 5.7  ύὯ ÁÎÄ ύὯ are rotor speed and identifier output respectively. In order to effectively 

train the neural network a rich signal which excites all oscillatory modes of the power system should 

be employed. This signal is created using the MATLAB idinput command which generates the input 

signal for identification. The signal shown in Figure 5.7 is used for training the identifier. 

 

Figure  5.7 Signal Generated for Identifier Training 

This signal is used as the UPSS signal in PowerFactory by using the interface described in Chapter4. 

After running the simulation the speedôs signal shown in Figure 5.8 is saved as CVS file and is used 

for Identifier training.  

  

Figure  5.8 Speed Response to Identifier Signal 

The offline training is performed using the MATLAB toolbox. In order to test the functionality of the 

Neural Identifier a simulation is carried out. The Neural-Idn block in the composite model is linked to 

the Neural Identifier in MATLAB. The result of simulation is shown in Figure 5.9, which validates 

the performance of the Neural Identifier.  

 

Figure  5.9 Comparison of Neural Identifier and PowerFactory Model 
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The online training of the Neural Identifier is also possible using an m.file linked to PowerFactory. 

The online training is needed when the operating conditions or parameters of the power system are 

changed.  

5.5.3 Neural Controller  

The task of the Neural Controller is to provide a proper stabilizing signal to dampen the oscillations. 

The feed forward time-delay neural network shown in Figure 5.10 is used as the Neural Controller. 

 

Figure  5.10 Neural Controller  

 

This neural network consists of one hidden layer with 10 neurons and an output layer. The input 

signal is the synchronous machine speed and the output is the stabilizer signal.  This Neural Controller 

is linked as an m.file to PowerFactory. 

The task of the Neural Controller is to keep the speed constant. The training of the Neural Controller 

is done using the output of the Neural Identifier. The output of the Neural Identifier is compared with 

the desired value of speed, which in our case is 1 p.u. The performance function of the Neural 

Controller is defined as the mean square error of the Neural Identifier and desired value, as given in 

Eq 5.8. 

ὐὯ ὡ Ὧ ρ ύὯ ρ                                                                                              (5.8) 

Since the performance function in Eq 5.8 is not a function of the Neural Controller, the training of the 

Neural Controller could not be performed using the training algorithm in MATLAB. In addition, the 

target value for the Neural Controller which is the stabilizer signal is unknown. But on the other hand 

the output of the Neural Identifier is a function of Neural Controllerôs output, so the performance 

function the Neural Controller is indirectly a function of Neural Controllerôs output. So in order to 

find the proper cost function which could be used in the training algorithm the error in Eq 5.8 should 

be back propagated using the chain rule from Neural Identifier output to the Neural Controller output. 

This back propagation is done using the codes in Neural Identifier m.file.  

The same signals used in Figures 5.7 and 5.8 are used to train the Neural Controller. The Neural 

Identifier output error and the back propagated error are shown in Figure 5.11. 

After training the Neural Controller the identifier could be taken off the system and the Neural 

Controller starts feeding the exciter system with the stabilizing signal.  

 
























