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ABSTRACT

In this project lhe use ofArtificial Intelligence in Powe System Stability Enhancemernst $tudied.

The focus of the project is on low frequency oscillation in power systems. These oscillations known

as electromechanical maglef oscillation were observed in power syssgamtheea | y 196006 s . T
are the result of kinetic energy exchange between synchronous generators in a power system. Power
System Stabilizers has been used dampenthese oscillations. Conventional Power System
Stabilizers (CPSS) have been used for decades iarpystera. They consist of a washout filter and

two lead lag blocks to compensate the phase lag of the system.

Tuning of CPSS is of paramount importanfm proper response and fuim. In this project a
Genetic Algorithm(GA) optimization process istroduced in order to tune the parameters of a CPSS
in a Single Machine Infinite Busystem. The power system is modelled in Bdwactory and GA
optimization uses thiMATLAB Optimization Toolbox. An &ective data exchange is engineered
between PowerFamty and MATLAB to facilitate the tuning process. The optimization is performed
using the position aheeigenvalues othe power system which afeundby running Modal Analysis

in PowerFatory. The main goal of optimization is to tune the parametersP&SCto maximize the

dampeing ratio of all oscillatory modes.

In the next section ofhe project an Artificial Neural Network (ANN) based power stabilizer is
introduced. Two neural networks are designed. First is a Neural Identifier to model the dyofamics
the system and to predict the future output of the system. Second is a Neural Controller to provide
proper stabilizing signalto damperthe oscillation by comparing the output of Neural Identifier with

the desired value. A data interface between Poagofy and MATLAB is established in order to

enable the training and simulationtb& proposed control structure.
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1 Introduction

The stability of power systesthasreceivedattention sincehe 1920 [1]. With the extension of
power systems and their increasing complexatyd many blackoutahere poor stability has been
reported as one of contributing facd2], many researchersavebeen waoking on enhancing the
stability of them and improving their control techniques. The stability phenomenon of power systems
is wide regardingthe complicated systemiimensionality and complexitythe various devices and
equipmentwith constantly introducing more complicated oné& constanthanging of operating
conditions and finally the effect of stability on the reliability of power systdrthas it is convenient
to classify the stability problem. Different variables undeantiw, the nature of disturbances to the
power system and the time frame are the criteria to cla#ts#ystability problem which will be
discussed later in this sectiofhe low frequency oscillatiawith small amplitude may occur in the
power systems wvibh are the result of not haag enoughdampeimg in the systendue tophase lag
which hasbeenimposed onthe system througlyenerator, excitation system and power system

(transmission line etc).

This reportstudiesthe use of power system stabilizersgower systems. The small signal oscillation
will be reviewed as well as introduction of conventional power system stabilltasistuningwill be
reviewedalong withthe application of artifi@l intelligent techniques. An Artificial Neural étwork
basedpower system stabilizerillv be introducedand elaborated and the result of simulation will be
shown. The simulation will be carried ouising DIGSILENT Powefactory and MATLAB. The
former is a powerful versatile tool for simulating power systems andattex is a strongoftware
packagefor designing controllers including artificial intelligent basamhtroller. The data exchange

between these two softwapackagesvill be established in order to enable real time simulation.



The structure of theeport is as follow. Thischapteris dedicated to problem definition. It will discuss
the basic ideas of poweystem stability and the classification of the stability problem. Sdwnd
chapter will discuss the use of power system stabilizer and piications as well as singieachine
infinite bus systemThe third chapter will discuss thening of power system stabilizeand will
elaborate the proposediing method using genetic algorithm. The power system whiclaisingle
machine infinie bus will be modelled inDIgGSILENT Power Factory and the proposéghing
algorithm will be perforrad usingthe MATLAB Genetic Algorithm (GA) toolbox A real time data
exchange between MATLAB and Power Factory is established WRig8§ILENT Programming
Languag (DPL) to smooth thetuning process.Chapter 4 explains the interface between

Power Factory and MATLAB. This chapter could be

into the PowerFactory simulatiorpackage The next chaptemwill propose an ArtificialNeural
Network based power system stabiliperthe same power systefrhe neural network would be run
and trainedn MATLAB environmentand an mterface between Power Factory and MATLAB will be
set while running the simulatioihe final section will be edicated to conclusions and will suggest

future works.

1.1 Power System @mponent

The main task of power systems is to supply electrical power to consumers. The demand for electrical
power is increasing and the energy is used for industrial, commercial and domsesfibe most
important issue with electrical power is that it cannoeffieiently stored so the demand should be

met instantaneously by generation. The reliability of supply is of paramount importance and should be
taken into account in design and operatioma pbwer system. High reliability is achieved by having

regulaed voltage and frequency lesels well as low harmonidistortion.

The main process in supplying electrical power is changing esesggdin fossil fuels to mechanical
energy and converting the mechanical energy into electrical power. The use odblEnenergy
sources has been increasing due to environmental concantsp@éver, solar, geothermalave and

tidal energy are examples of renewable sources.

The componestof a power systentan bedivided into three partsgeneration, transmission and

distribution

1.2 Power S/stem Dynamics

A power system consists of individual elements which form aelagmnplex dynamic system. Its
main tasks are generating, transmitting and distriguglectrical power system over a large
geographical region. Due to diffart types of processes and equipment in a power system many
different dynamics with different time frames exist in a power system. It is possible to classify these
dynamics into categories based on their causes, consequence, time frame, physical @hdraleies

in the power system. Ii8] four categories of dynamics have begfinedas follows:



T Wave
The wave phenomenpralso knownas surges are associated with propagation of fast
electromagnetic waves through transmisslores due to lighteningstrike or switching
devices. These are the fastest dynamics in the system with the time frame of micro to
milliseconds

1 Electromagnetic
The electromagnetic dynamics correspond to mhegnetic field of machine windings
following a disturbance or the interaction between machines and power network. These
dynamics are slower than wave dynamics and are in time frame of milliseconds to seconds.

1 Electromechanical
These are the dynamics that occur in rotating masses of generators andemadinen
subjected to a disturbance within a time frame of sextndhinutes.

9 Thermodynamics
These are the slowest dynamics in a power systenaranictlated to the automatic generation
control action for thermal controllingf theboiler in steam andas plants. The time frame of

these dynamicis from minutes to hours.

1.3 Power system stability

Power systems are highly nonlinear dynamic systefith constantly changing operating conditipns
such as changeén loads, generation and operating parameters. The develapimeg@nerationlike
theintroduction of renewable energy sources with power electronic intedadeis theransmissions
like the introduction of FACT evices andthe constantly increasinpad demandsand the fact that
systems argrone to disturbancesuch as short circuit faulthave increased the importance of

stability of the system.

1.3.1 Definition of power system stability

A definition of power stability as proposed[#] is:

APower system stability is the ability of an e
condition, to regain a state of operating equilibrium after being subjected to a physical disturbance,

with most system variabldsounded so t hat practically the entir

As seen in the definition above, the stability of the power system is defined for an initial operating
condition known as equilibrium set where the opposing forces within the power systequalréne

case of a disturbance, the system should be able to adjust itself to be able to continue operating with a

8



satisfactory conditiome. reaching a new equilibrium sehile keeping all or most of the equipment
connected The stability thus is depdent onthe initial points and the nature of disturbance.
However, mall distubances such as variation of load happen continuously in the system. The power
system may also be exposed to large disturbances such as a short circuit fault in a transmission i
loss of a generator or disconnection of an interconnected power syHtésmeitherpractical nor
economical tohave stability for all operating conditions and disturbances but the stability of the
system should be reasonably acceptable for scanaith high probability of occurrence. Thus the
region of attraction is not infinite for an equilibrium set but in order to have a robust system this
region should be reasonably large.

In analysing stabilitythe whole interconnected power system is atersid but a particular generator
or load (such as a motor) or a group of them may be of interest. The ias@mote generator may

run wnstable without affecting the stability of the bulk network.

132

Since malern power systems are complex multivariable syswfinhggh dimensionthe dynamics of

Classification of PoweryatemStability

the system is influenced by wide range of deviwaith different characteristic and gas hard to deal

with stability problem as single problem. In orderarmalyseinstability and then devisenethods of
improving stability it is desired to simplify the stability problem by considerspgcific problem with
appropriate system representation. Thus the classification of the stability problem facilitates the
understanding of the problem and is done considering the variable in the system which is experiencing
the instability, the disturbances influencing the system and the processes and devices with their time
span of dynamic response. In kig 1.1, the categdes ofthe power system stability are showhs

seen in Figrel.1lthe main categories are the variables under corotdr angle, bus voltage and
frequency)and the subcategories are based onstygedisturbance or the time span. A short
description deach category is presentedtfire followingsections
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Figure 1.1 Overall classification of power system stability probleni3]
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1.3.21 Rotor Angle Stability

In an interconnected system all synchrongeserators operate in synchronicity with each other i.e.

the rotor angle and thus angular speed are the same. The study of rotor angle stability involves
analysing the electromechanical oscillation in power systems. In stable conditions there iswaquilibri
between electromagnetic and electromechanical torque which results in a constant speed of the motor.
In case of perturbation of the system like sudden changes in output power and thus electromagnetic
torgue, an acceleration or deceleration in rotoedpmecurs which results in different position of rotor
between synchronous machines and oscillation in rotor speed and output power. In order to resolve

the instability due to changes in electromechanical torque the controller should add two components.

1 Synchronizing torque component which should be in phase with rotor angle deviation. Lack
of this component would result in aperiodic instability.

1 Dampeiing component which should be in phase with speed deviation. Lack of this
component would result in osdatbry instability. This oscillation may occur in local plant
modeasthe oscillation of one unit against the rest of power system or in a global asode
oscillation of one group of generation swinging against another group kraswinter area

oscillation.

Small signal stability analysis is carried out when diturbance is sufficiently small so that the
linearization is reasonable. These small disturbances could be changes in load.

Transient stability is considered when the power system is subjedi@dytdarge disturbancedike

short circuit faults in transmission lise

1.3.2.2 Voltage stability

The term voltage stability is related to the capability of the power system to maintain the voltage level
at all buses whenubjected to a disturbance.oWage stability is affected by load demands. There
should be equilibrium between supply and load demand. If the transmission system cauilgphot

the demanded load progressive fall or rise voltagein some buses may occur. The voltage is
restored @ a distribution voltage regulator or tap changing of transfosm€he voltage instability

may cause the tripping of protection deviedsich may lead to a cascading blackout of Wimle
system known as voltage collaps€he voltage instability is notwaays intheform of voltage drog

If the generation fails tabsorb the excess reactive power in the network a progressive voltage rise

may happerwhich has been studidry some researchg[5].
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1.3.2.3 Frequency &bility

Frequeng stability is defined as the capability of the system to keegppeady frequency when
subjected to disturbances like remarkable imbalahegveen load and generation. Frequency swing
between generators could be spotted in sadeinstability. Frequency stability is of paramount
importance whemninterconnected power system faranisolated islanded netwoidkue to extreme
system condition (volts/ Hertz protection tripping). It is important thatislanded network iable to

restore all the affected variablback to amquilibrium point.

1.4 Power System Reliability and curity

The performance ad power system is evaluatby defining and considering broad teramd criteria.
Reliability evaluation has been definadd conducted on power systems to gain a comprehensive
overview of the power system performancée reliability is related to the performance of the power
system in delivering acceptable electric supply over long operatisg Many techniques havaeen
proposed and utilized to evaluate the performance of system reli§®jl[&] .

The security of the power systemtise capability of the system to restore normal operation after
disturbances without interrupting the service to the customer as well as keeping the equipment intact.
Security and reliability are both orstep above stability of the system and include a lenoaiéw of

system opetion. Improvement of system stability is essential enhance the reliability and the

security of the power system.

1.5 Project Background and Objectives

In this project the use of Atificial Intelligent techniques in power system stfpimprovement is
studied.The focus is on Power System Stabil&zefhey have been used in power system utilities for
decades to improve the stability of power systems and their main task is to dampen low frequency

small amplitude electromechanical istionsin power systems, as explained later in chapter 2.

Many conventional control structures have been proposed to be used as power systemsstabilizer
Although they have had effective performances, lack of flexibility and adaptabéitg casted a
shadow on their functionality considering the fact that power sgséeenchanging constantly. New
generation units are introduced with more advanced technologies. In addition, due to increasing
demand the expansion ofettpower system is inevitable. Alstihe nonlinear complex structure of

power systems requires more complex and advance control structures.

Many modern control structures have been proposed by researches to improve the performance of
power system stabilizers. Adaptive and robust controlerge been studied in many papers. A

literature review is provided later in this report in each chapter.
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In many researches,rifficial Intelligent techniques have been proposed to be s@dwer System
Stabilizers. This includes techniques for onlinenimg of conventional structures and introducing
new control structures. Althougmany of these control structures have shown considerable
improvement over conventional structures, lack of assurance of their practicality and functionality has

limited theirusage in industry. Many utilities operators prefer classical controllers.

So, more widy is needed in the field ofréificial Intelligent controllers to give assurance that they
could replaceclassical controllers in practdc Since testing new control ategies on real system is
almost impossible due to safet§ equipment, simulation software packages are used to verify the

performance.

In this project the use of artificial techniqua® tested using the interface of two power full software

packages. Tdobjectives of the project are as follows:

Engineering a data interface between PowerFactory and MATLAB

Introducing a new tunning procedure using the Genetic Algorithm Toolbox in MATLAB
and Modal Analysis in PowerFactory.

Introducing an Artificial NeuraNetwork based Power System Stabilizer

Testing the performance of the proposed strucusimg the two mentioned software

packages.

12



2 Power System Stabilizer

2.1 Introduction

In this chapter the Pow@&ystem Stabilizers (PSS) useddontrolloops of a synchronous generator
will be studied. PSSs are added to the exciter control system in ordemjgenthe low frequency
oscillatiors of rotating masss The synchronous machires the mostly used power source in power
systens will be illustrated along with the common control system used.

2.2 Generation system

The rotating shaft of a synchronous generator is mostly coupled to a gas or steam turbine and the
output electrical power is transmitted through a stegransformer which changes the generation
voltage level (10 to 20 kV) to transmission voltage levelnflreds of kV). The voltage level is
regulated by changing the field current of the exciter by the control actian Aditomatic Voltage
Regulator (AVR). The input mechanical power is controlled by changieglthv of fluid to the

turbine througta Govemnor. The simple block diagram of this setup is shown inrfgé@.1.

2.2.1 Synchronous Generator

The main task of a synchronous generator is to convert the mechanical power applied to the shaft
(Rotating mass) into electrical power. They are usually 2 or 4 ptdesical maching so that in a 50

Hz system their speed would be 3000 to 1500 rpm respectively. Two main parts of a synchronous
generator are stator and rotor. The former consists of armature vandinigh supplythree phase

load currentand the laer has the excitation winding which is supplied by direct current tien

exciter system. The rotor contains tdampeing wiring as well which is used todampen
mechanical oscillatia® The motion equation relating mechanical and electrical torquada/n as

theswing equationvhich is given by equation 2[8].

13



0— Y Y 2.0

In equation2.1 Jis the moment of inertia ifQ"@ , —is mechanical angle dhe shaft ini ¢ &nd
"YhAT "X are mechanical and electrical torquespectively in (& . Another useful form for

representing equatio2.Q) is as follove:
¢O 1 0 O (2.2)

In (2.2) "Ois the inertia time constant seconds s rated angular frequency in (8As seen irEq
2.2. F the mechaieal input power and electrical output powee dalanced, there is no charige
rotor speed.
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Figure 2.1Generation Unit (Reproduced from [3] page 20

In transient analysis, inear model ofthe synchronas generator is used. Many models have been
introduced in various papers. The thodler model is the simplest dynamic moudglich had leen
used in transient analysis as used9n[10]. The state variables in this model are rotor position of
machine, relative speed and fidldx voltage. The effect of the rot@lampeing wiring is neglected

in this model.A more accurate modés the fifthorder model which takes into account the rotor
dampeing wiring effects but ignores stator magnetic transig@atshown in11] the state variables in

afifth order model are load angle, relative speed, transient é.onfdirect axis, sutransient e.m.f.

! Electromagnetic force

14



on quadraturexis and sultransient e.m.f. on direct axis. Some new models have been proposed in
the literature to achieve more accurate modéB]. In PowerFactory the fifforder model is used
[13].

2.2.2 Automatic Voltage Regulator

The voltage regulation problewas recognized as early e first installation ofthe Edison bipolar
generatof14]. Due to poor prime mover regulator, dtage regulator was used to aahg constant

output voltage level. The early voltage regulators were almeshamical electrical systeman
example a rheostatontrolled by solenoidWith the introduction of more advanced generatoew

control strategies havgeen proposed. The mainjettive of an Automatic Voltage Regulator (AVR)

is to regulate the output voltage level at the connecting bus bar at a desired value. The control action
of AVR is through DC field current dhe excitation systemrlhe input to the AVR block is terminal
voltage which is compared tareference voltage to create the error signal. An amplifier along with a

feedback loop creates the control signal.

2.2.3 Governor
The prime mover of power generator is normally steam, gas or hydro turhiméurbine is equipped
with governing system. The governor control action aim is to control start up, running up to operating

speed and provide required power when operating on load.

2.3 Single machine Infinite bus system

A single generatoconnected to a largeystem with high gaacity canbe modelled as single machine
infinite bus systen{SMIB). The large system is replaced with a load thas actsasaninfinite bus
where the voltagtevel and anglas well as frequencgre constanfThis set up is used in this project
to study the local areanode ofoscillation of a single machine. The schematic diagram of the SMIB

systemas modelledri Power Factoryis shown in Figre2.2

Busl Bus2 Infinite Bus

Synchronous Transformer External Grid
Generator

Load

Figure 2.2 Single Machine Infinite Bus

As seen inFigure2.2 the SMIB system consistsf @ synchronous generator with a step up

transformer and local load. A transmission line connects the terminal bus to the infinibe this.

15



model the dynamics of other generators in the sysdemignoredvhich ae modelled by the infinite

bus.

2.4 Power System &bilizer

Continuously acting voltage regulasohavebeen used in power systerand have been added to
power generation urgtsincethel at e 195006s  §lh).d Afterdhede yenetaing Qirdts
became a high percentage of all generatingsuoitv frequencyand amplitude oscillatianhavebeen
observed in power systamThese oscillations we recognized as detrimental consequermies
voltage regulat@[16]. The persistence of these oscillasaould limit power transér capability and

may isolate a subsystem frahe rest ohetwork. These oscillations are the consequence of the phase
lag imposed on the system through excitation system, generator and power systerfurther
informationof phase lags given in[15] [16]. In order to have enougtampeing in the system and
extending the stability limjta dampeing component in phase with speed deviation (rotor angle

deviation) should be added to the electrical torque.

Power system stabilizer®SS) have been usetb increase thelampeing of the system. They
normally add an additional signal to the AVR input signal which is in phase with speed deviation. The
main task of the stabilizer is to compensate the phase lag in the si&agncontrol methosl have

been intoduced for PSS applicatiomhe general structure of a PSS is shown imf€g.3[3].

The measured quantitiesed asnput signas are rotor speed deviation, the gemerautput active
power andthe freqiency of generatoetminal. @mhbnatiors of these quantities haveen used as

well.
Signal Output Signal
- on
Input sensors and| Wash Out Gain Phase ) - utput Sig
Low-pass [™= Filter e ] COMPENSAHON  frmf Limniter [pre—
Signal filter Vpss

Figure 2.3 Phase Compensation Block Diagranil5]

The firstblock in Fig2.3,is the measuring device and a low pass filtefilter out high frequency

noise The washout filter is deployed to filter out the voltage offset in steady state as frequency
changes. The time constant for this filter is chosen from 5s to 20s. The gdifieantipe signal and

the phase compensation should be desigma way that it effectively compensates the phase lag of

the system.

10.2t0 3 Hz
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24.1 Conventional Power System abilizer
The commonly used power system stabilizer consists of two lead lag controllers kasoav

Conventional Power System Stabilizer (CPES]). The block diagram is shown in kige.2.4.

Tys 1+T;s + -
Speed | K | - w . 1 N 1+T55 | Upss
1+4T,.5 1+T25 1+T4S
GAIN Wash Out Lead-lagl lead-lag?

Figure 2.4 Conventional Power System Stabilizef15]

The input signal is the speed deviatiorttadrotating shaft. The first block is an amplifier followed by

a washout filter and two lead lag controllers. The last block limits the stabilizer signal. The high and
low boundaries are usually set t@ @nd-0.2 respectively. Theuningof the parameters afie PSS is
essential for satisfactomgsults.The rext chapter will discuss the proposetethodfor tuning of the

power system stabilizer.

2.4.2 Literature Review of Control Structures for Power SystentStabilizers

PSS has beethe subject of many researcbeAlthough CPSS has been effectively applied to
generation units sindbel 9 6 0 6 s e bfuihe shertoamings have intrigued the searcfingnore
effective control schemedlany papers have beenplished thafocus onthe design of new control
strategiesand strutures of PSSs. In this sectionraview of the proposed control methods is
presented. The input signal or quantity, control strategy and structure, placg afid°PSonsideration
of the local or iter area mode of oscillatioare the major topics that will be givatiention.The aim

of anynew scheme is to obtain a more robust PSS wtocid enhance stability undell operating
conditions.Some controller desigribased on moderroatrol techniques ari@troduced below.

In a recent papdd7] a multiple input multiple structure PSS is introduced. The novelty of this work
is using remote signals in addition to local signals. Theotersignals are measdreisingPhasor
MeasurementJnits (PMU), which measurdrequenciesat different buses and active power in tie
lines. The proposed sicture is tested in a two area fa@enerator power system. This Structure is a

commonly used for intearea modes of osailtion.

In [18] an extended integral control to the spgegternor system is introduced. The focus on this
paper is on the control of stored kinetic energy in the gendtatmigh load frequency control loop.

The control struiwire is tested in a two area multi machine system. The control of mechanical power is
used to control the surplus kinetic energy. It replaces the PI coniroliee bad frequency control

system with an extended integral control.
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In [19] a robust multivariable controller is proposed and compared with CR®Sontroller is tested
in a SMIB system. The input variables are speed deviation as well as power. The focus in this paper is

modelling the uncertainty of the model.

In [20] a selftuningmultivariable adaptive controller is tested ofive machine system using a third
order model. Deviation in speed and power are sampled as input signals and two output signals are
fed to the excitation andovernor. The algorithm usesgeneralized predictive contr¢GPC) that

predics the future response of a proceBRis algorithm work well in a multi machine system.

In [21] a three dimensional PSS (3BSS) that utilizesotor speed deviation, rotor acceleraticand
load angle deviation has been introduced.

In some proposed structgra combination ofCPSSand Flexible AlternatingCurrentTransmission
(FACT) devices has been used.[B2] a coordinated design of a power system stabilizer and a static
VAR compensatebased stabilizeis proposed and tested irsMIB system.

In most of the researches a unique software package is used. The novelty in this project is using the

interface between twpowerful software packages.

2.5 Power System Model in Power Factory

The power system in this project is a SMIB modelledPowerfactory as shown in Fige.2.5 It
consists of a 150 MW generator, a 6.6 to 13.8 kV step up transformer, a 50 MW 10 MVAR local load,
a transmission line and an infinite bus which is connecteahtexternal grid. The voltage at the
connection point ofheexternal grid is constant at &ilmes to mimic an infinite bus and it receives 50
MW of acive power fromthe system. In Figure 2.the result ofaload flow canbe seen in the boxes

The mrameters of all elements gmeesented imppendix A.

In Power Factoryit is possible to addantrol blocks to the generation unit. The whole generation unit
will be set up in a composite mod&imComp. A frame for signal connection should be configured
where the main block is the synchronous generator. Other cortaisbtanbe added to thisdme

and during the simulation the signal flow in this frame will be executed.

w
3
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10.4

Synchiano

Figure 2.5 SMIB model in PowerFactory
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The frame useih thecomposite model ishown inFigure 2.6

As seen in Figure 2.6 theege4 blocks in the frame. The main block is the synchronous generator.
The other blocks are control modules including AVR, Governor and PSS. It is possible to add input
and output for each block to form the desired signal flbiws frame should be linked to a composite
model and each of these blocks should be linked to an element in the model. These elements could be
objects inthe power system or usdefined blocks. When this frame is linked to the composite model
each blockshould be linked to a common model. The main slot is linked to the synchronous
generator where the excitation voltage and turbine power are the input signals. The other slots are
allocated to the AVR, Governor and PSS blocks. These blocks are defiaambasnon model in
PowerFactory They consist of a block definition (BlkDef) where variables, equations, classification

etc of the block are definednd a common block known as Dynamic Simulation Language (EImDsl)

where the parameters are configured as shawrigure 2.7

—AVR.
T EmAw.. 1]
:UpSIS. ..... )
[N
S T Emsy,
Cpss |l . "'.ZGO\,’ZZ'“'ZZ'N""'
EmBic| | P EmGov || _‘

Figure 2.6 Composite Model in PowerFactory

)
Composite Model - Grid\Plant G1.ElmComp (2 [t
Desaription Frams w |+ | User Defined Modsls'Frame
Cancel
I™ Out of Service
Contents
Slot Definition: 4
Siots Net Elements
BlkSlot Eim* Sta” ntRef
[ *GO1 -
2 |avrslot ¥ awrESACAA
3 |gov St ¥ govTGOVT
4 pssslot VP55 G
4 »
Slot Update ‘ Step Resporse Test |

Figure 2.7 Composite Model Dialogue Box
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The IEEE type AC4A excitatiof23] system is used which is an alternator connected to a thyristor
rectifier. The output is the field voltage fed to the generator bloe&.Block is in the PowerFactory
library. It consists of a graphical model with block definition. The graphieaV is shown in Figre

2.8

awr_ESAC4A: |IEEE Type AC4A Excitation System

SUnex LimiH

Wimax-Heltd
AT KT

upes
1
-—
& v
. __ 1 w . !
.I'11tr‘w' r = - —_— _’T%-'F:ET‘!' —c uamE
i ¢ Hugaz || s ,
Ep -—
—
iR
ugstp ‘.v'rr_nﬁ/

vuel

Figure 2.8 AVR Block Diagram

This graphical model should be linked to a model definition block where the parameters of the block
could be set. This block is shown in &ig2.9. These two blocks would be linkedtte AVR slot in
the composite model.

The governor is selected to lasteam turbine with fast valving (TGOV®&om the PowerBctory
library. The output is the mechanical power which is fed to the generation unigrdjeical model
of the governor is shown in kige 2.10

The PSS block is modelled as a udefined model. The conventional PSS (S modelled using
macros in Power&ctory library. The macros used arérat-order lag differentiatqrgain, two lead
lag blocks and limiter which form the block definition. The block diagrarthefCPSS is shown in
Figure 2.11.
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Commen Mode! - User Defined Models\avr_ESACAA\avrESACAA.ElmDs|

Model Definition

Name avrESACAA

“w | * | User Defined Models\avr_ESAC4A

0

Cancel

ik

I Out of Service: I™ Astable intsgration algorthm J ﬂ
Measurement Delay [5]
Tb Fitter Delay Time [s] 0.05)
Te Fiter Denvative Time Constant [s] 0.2]
Ka_ Controller Gain [p.u.] 100. —
Ta_ Cortroller Time Constant [s] 0071
Vimax Controller Maximum Output [p.u ] 20
Kc Rectifier Regulation Constant fp.u.] 0.1
Vimin Input Signal Minmum Limiter [p u ] 2
Vimin Corttroller Minimum Output [p.u] 20.
Vimax Input Signal Maximum Limiter [p 1] 2
|

Expott to Clipboard

Figure 2.9 AVR Dialogue Box

gov_TGOWV2: Steam Turbine Governor - With Fast Valving
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Figure 2.10 Governor Block Diagram
P55_speed: Speed Sensitive Stabilizing Model
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Figure 2.11 PSS block Diagram




The parameters @he PSS block are set usitiee commonblock shown in Figre 2.12.1t should be
linked to the model defined as CPSS.

Commaon Model - Grid\Plan GI\CPSS.ElmDs|

|| Name [cPss

Model Definition ¥ | + | User Defined Models\PSS_speed
Cancel

[ Out of Service I Astable integration algorithm

Parameter

Events

el

WK Amplfication constant [pu]
T1 _The first time constant of the first lead4ag block [5]
T2 The second time constant of the first leaddag bloc. ..
T3 The first time constart of the second leaddag bloc...
T4  Thesecond time constant of the second leaddag ...
Tw fitter Time constant [s]
y_min lower limit jpu]
y_max upper limit [pu]

;LIJ
Export to Clipboard

Figure 2.12 PSS Dialogue Box

The parameters to be configured gaén and time constants as well as lower and upper limits.

These threeommon (AVR, Governor, PS$8)ocks should be linked to their corresponding slots in
the canposite model as shown in Fig. 2.7
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3 Tuning of Conventional Power System Stabilizer Parameters

3.1 Introduction

In this section of the reporé tuning of parameters dhe CPSS will be discusseth order to have
satisfactoryperformancethe parameters of th€PSS should be tuned. The ingn methods and
criteria differ according to the working conditions, the target mode of oscillation and the structure of
the system stabilizef15]. In thefollowing section a review dhebasic concept duningis presented
followed bya literature rev@w of the researches in thiglfi. Afterward, a tuning process based on

Genetic Algorithm (GA) is performed on the power system under study.

3.2 Tuning Concept

The tuning ofthe PSS involvethe sebction of the parameters to achiesagisfactory performance of
the power system. If24] the effect of changes in the parametershaf PSS omperformance is
studied. As mentioned in chagt 1 of this report, power system stabilizers are used in order to
dampenlow frequency oscillatios in the system. These oscillations are the result of phase lag
through generator, excitation and power systefhe tuning technique is selected lthse operating
conditiors, the targeted mode of oscillation and the structutee®SS. Since CPSS are still the most

commonlyused stabilizer in power system their tuning will be studied.

3.2.1 Tuning Methods

Two widelyusedmethods of tuning are as follew

1 Phase compensation: in this method the parameténg BSS are selected to compensate the
phase lag imposed on tlsgstem bythe generator, extation system and power system i

order to provide a torque change in phase with speed derivation.
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1 Root Locus in this method the parameters are selected based in the position of zeros and
poles of the closed loop. Theningis done so that the eigenvalues associated witthenod

oscillation are shifted as far acrdbe left side othe Splaneas possible.

In most proposed techniqueke tuning problem is converted into an optimization problem where a
cost function should be minimized. This cost function is defined considering the methods etkntion
above. The most commiyrused cost functionare thedampeing ratioof modes of oscillation or the
difference between the positions of eignvalues with a desired lithe plane. Theseost functions

are described in detail later in this section.

3.2.2 Tuning Parameters

For a CPS&he parameters to be tuned areired as follovs:

1 Washout Filter time constafity): Since the washout block is a high pass filter to remove dc
signals, this is not a critical parateeand could be any valfi®m 1 to 10 s.

1 Stabilizer Gain(0): The gain should be wisely céen to gie maximumdampeing on
desired critical modes without effecting stability in other modes.rbisnally chosen within
a rangeof 10 to 80.

1 Phase Lead Compensation Time ConstdiY'Y'Y'Y). These time constants should be
chosen in a way that thegompensate the phase lag between exciter input andicdect
torque. These phase laghan@ according tovarious operating conditions so a traufé
should be considered to have satisfacti@ynpeing underall conditions.

9 Output Limit: This limit is applied to avoid large terminal voltage excursiam transient

conditions due to control action. The limit is commonly chosen between 0.1 to 0.2 pu.

3.3 Modal Analysis

Modal analysis has been used in many mebes as a tool in the procedstuning and stalying the
behaviour of the systenfhe modal analysis is the studyrobdes of a dynamic system thats been
converted t@linear state space modgs].

In order to achieve the state space representdtienmathematicaletation of system dynamics is
converted to state space linear modehe dynamics under attention are electromechanical dynamics
so that the eigenvalues related to electromechanicalswddescillationcanbe spotted.The system
matrix is then transfeed toa diagonalor Jordarmmatrix, where the eigenvalues of the system are the

elements of this matrix.
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The mathenatical explanation for calculag eigenvalues is described [B5]. A set of differential

algebraic equation®AES) are useds giverbelow:
d) “Q Al IV 'IV[
T "Qafuft (3.1)

In Eq. 3.1"Qand™Qare vector functions repredamy electromechanical dynamics,andw are state
variables relating to electromechanical and electromagnetic state variegpestivelyand® is the
set of system parametersUsing linear approximatigrthe equation sef3.1) is converted to the
following linear representation:
~ o n!‘Q n“Q NS
Yo o T yw (3.2)

s nQ n"Q .. Yw

h h
In Eq3.26 ftd  are the equilibrium pois. By solving the set oéquationg3.2) w.r.t. Yothe system
equationcould be reduced to:
Yo Qo nvon’Q n'Q - Yo 6 ofi Yo (3.3
8

In Eq. 3.3 0 is the systemmatrix. By converting thdull matrix 6 into a diagonal matrix
Q'QO'A B &h | the eigenvales of the systerareobtained. The positions of these eigenvalues

in the Splane could be used as an index to analyse the transient stability of the power system.

One ofthe factors that could be used in the stability analysis idah®eing ratio defined by:

, — (3.4)

In Eq. 3.4 Uandb are the real and imaginary parts of the corresponding eigesvaisgectively.
This factor indicates howlamperd an oscillation wde is. This is a good factor fassessag the
level of stability of the system. It has been mandated in many giliesdhat thelampeing ratio of
all modes should be at least 10% for normal operating conditions and 5% in edlsevioig for any

contingency in the power system.

3.4 3.4A literature Review of Previous Work on Tuning of Stabilzer

In this parta short revew of previous researches on tuning the power system stabilizer is presented.
Most of thepublications have been workingn duning the parameters afCPSSbut in some papers
other control structusehavebeen employedThe performance indices, power systender study,

targeted mode of oscillatipand optimization techniqueare the different factors in these researches.
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The tuning ofa CPSS ispresentedhs an optimization problem in most researd2€3. Due tothe
nonlinear time variable nature of power systéaditional differentiable algorithaare very difficult

to use.That is the reasowhy many meteheuristic search techniques hdeaen employed to solve the
optimization problem. In the following some of flgetechniques along with some sample researches

are presented.

3.4.1 Tabu Search

Tabu searci{TS) algorithm is a heuristic sezh algorithm that usea flexible memory structur¢o
remembelpossible solutions and avoids cycling and entrapment in local optiodilbss. It has been
used widely in power applications to solve optimization problem@7h a search algorithm to find
optimal parameters af CPSS is presented@he result has been tested in SMIB and multi machine
systens. The objective function is the position of eigenvalues in th&ae. It is bosen in order to

shift the eigavalues to the lethalf of theS-plane.

In recent research if28] a combination of TS and differential evoluti@E) has been applied to a
SMIB system. I{29] this search technique has been compared with other heuristic search afgorithm

The proposed PSS is evaluateditmmColombian power system.

3.4.2 Simulated Annealing

SA is an optimization algorithm thaimulatesthe annealing techniquessedin metallurgy. In
addition to an objective functipranother global parametaalled temperature is considered in
randomly choosing new solutions.[B0] a robust PSS igresentedhat is tured by SA algorithm and

tested on a three machine power system.

3.4.3 Genetic Algorithm

GA algorithm mimics the biological evolution to find an optimal or near optimal solution to an
optimization problemThe natural prcesses like mutation are simulated in order to find the optimal
point. GA has been employed for P®&8&ing more than any other search technique$31j GA has
been employed in simultaneously tuning multiple PSS. The gostién is defined as the sum of the
spectrundampeing ratios. The power system under studghieswell-known New England system. A
similar approach is takeim [32], where GA based tuning hasdrmeapplied to PSS and static VAR

compensat®
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In [33] aGA is used to calculatihe optimal parameters of PSS as wellhesoptimal location of PSS
in a multi machine systemd\ location index is created by considering all the possible combinations

for placement ofthe PSS.

3.4.4 Particle Swarm Optimization

Particle Swarm OptimizationPSQ is another method of finding a solution of non differentiable
optimization problems. It closes a population nameas particles asandidate solution and moves
theseparticles throughout the search area to find the best positions. This technique has been used in
many power system applicat®imcluding PSS parameters tuning.[34] PSO has been utilized to

find optimal parameters of PSS in a muitachine systemA two criteria function has been defined
considering thedampeing ratio and the real part of eigenvalues. In a recent wofR5ha multi
objective PSO is used to find the optimal valuesedral square error (ISE) and integral of time

multiplied absolute value of the erfdT AE) has been defined as objective function

The use oDIgSILENT PowerFactory modal analysis is posed in[36]. It usesa PSO algorithm in
a MATLAB environment. An automatic data exchange between PowerFactory and MATLAB is

established to facilitate the optimization process.

3.5 CPSS Tuning Using Genetic Algorithm andPowerFactory Modal Analysis

In this section the proposed tuning algorithm on the SMIB system introduesl will be explained.
The tuning process is done using PowerFactory Modal Analysiaramgtimization procesthat uses
the Genetic Algorithm toolk in MATLAB. A data exchange interface is established between

MATLAB and PowerFactory to facilitate the optimization process.

3.5.1 PowerFactory Modal Analysis

Modal Analysis is a pwerful simulation tool in Powewr€tory. It uses the Differential Algebraic
Equations to gain the system tmita. The result of the modal analysis prosd@luable information
such as the real and imaginary part of all eigenvaldasjpeing ratio, dampeed frequency
controllability amplitude and angle efEhere is the capabilitio plot the position of the eigenvalues
in the Splane. Modal Analysis is run on the SMIB system urgledy. Initial values shown in Table

1 are used fathe CPSS parameter§he time constant dhewashout filter is set to 10s.
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Table 1 CPSS Parameters

Parameters Min
K 50
T1 3
T2 03
T3 2
T4 02

After running the Modal Analysis the position of eigenvalcasbe seen imnEigenvalwes Plot. This
plot is the real and imaginary psudf each eigevalue. This plot is showin Figure3.1. As seen in
Figure3.1, all the eigenvalues are thestable region i.e. all the real paarre negativebut thisplot is
not fixed for all operating conditions. Changes in parameters of the powtens could shift these
eigenvaliesacrass to thaunstable region. So the parameters of CPSS shouldjlsted so that all the
eigenvalies related to oscillation modes are shifted to the right as much as poBsélesult of
modal analysiganbe shown in form of a spread sheet using the l@odres command. Valuable
data could be fetch frorhis spread sheeas shown in Tabl@. In this table the real and imaginary
part, magnitude and anglgampeing frequency and time constadgmpeing ratio etc carbe seen.
As seen in the table the lowektmpeing ratig which is 16% belongs to modes 11 and 12. Although
this dampeing rato is still acceptable but wittninor changes in operating condition this ratio could
get lower even to megativeratio whichmeans the system is unstable.
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Figure 3.1 Eigenvalues Position Result of Modal Analysis

! Command Modal Result
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Table 2 Result of Modal Analysis

MName Realpart | Imaginary ... | Magnitude Angle Damped ... Period Damping Damping Ratio | Damping ... | Ratio A1/A2
1/z rad/z 1/s deg Hz 5 1/s 5
++  |Mode 00001 -1. 0. 1. 180. 0. 0. 1. 1 1. 0.
- |Mode 00002 -10. 0. 10. 180. 0. 0. 10. 1 0.1 0.
- |Mode 00003 -1. 0 1. 180. 0. 0. 1. 1. 1. 0. U
- |Mode 00004 -10. 0. 10. 180. 0. 0. 10. 1. 0.1 0.
+ |Mode 00005 0. 0. 0. 0. 0. 0. 0. 0 0. 0.
+t  |Mode 00006 -113.1058 0 113.1058| 180. 0. 0. 113.1058 1. 0.00884 0.
+  |Mode 00007 -36.0944 0. 86.0044( 180 0. 0. 8609445 1. 0.01161 0.
++  |Mode 00008 -22.5824 7.06330) 236613 1626315 1.1241¢ 0.83955] 2258247 0.954404: 0.0442F 529555457
++  |Mode 00009 -22.5824 -7.06330) 236613 -1626315 1.1241¢ 0.83955] 2258247 0.954404: 0.0442F 529555457
+  |Mode 00010 -8.75714 0. 875714 180 0. 0. 8.75714 1. 011418 0.
+  |Mode 00011 -0.6466! 3.80966 3.8641! 9963356 0.6063: 164527 0 64665 01673462 1.54642 250521
B+ |Mode 00012 -0.6466! -3.80966 38641 9963356 0.6063: 164527 0.6466! 0.1673 1.54642 2.90521
++  |Mode 00013 -5 0. 5. 180. 0. 0. 5. 1. 0.2 0.
- |Mode 00014 -3.3202: 0.70104 33934 168.0775 011157 896258 3.32024 0.578428 0.2011£89011614556
- |Mode 00015 -3.3202: 0.70104 33934 -168.0775 011157 896258 3.32024 0.578428 0.2011£89011614556
- |Mode 00016 -3.3333) 0. 33333 180 0. 0. 333333 1. 0.2 0.
- |Mode 00017 -3.1251 0. 31251 180. 0. 0. 31251 1. 0.31599¢ 0.
+t  |Mode 00018 -0.0538] 0. 0.0538] 180. 0. 0. 0.05382 1. 18.5792€ 0.
+t  |Mode 00019 -0.10584 0. 0.1058( 180. 0. 0. 0.10584 1. 9.4474F 0.
++  |Mode 00020 -0.4451} 0. 0.4451Y 180, 0. 0. 044519 1. 224627 0.
++  |Mode 00021 -0.30821 0. 03082 180. 0. 0. 0.30820 1. 3.24461 0.
+t  |Mode 00022 0. 0. 0. 0. 0. 0. 0. 0. 0. 0.
al ] W

By changing the parameters of the CPSS it is possiblaftdise eigenvalues to the left side of the S
plane. Finding the optimal values is a challenge due to high dimensionality of the problem. So a
search technique should be devised that could find optimal operational param#éteGR$S. Many
search anduning techniquesvere introduced in section 3.Meta heuristictechniques have been
used in many researches.[8Y] a comparison of different techniques has been condimtading

the Genetic Algorithrthatis choserfor this project.

3.5.2 Genetic Algorithm

The GA is based on biological evolution to find the optimal or a near optimal solution to an
optimization problem. A fitness function should be defined which is the cost function of the
optimization problen38]. A random population of individuslis encoded irthe form of a binary

string The definition of this code is done by the engineers deploying the algorithm. The search
criteria in based solely on fitness function. The fitness of eadiidual is examined and compared.
The selection process is copied from biological evolytiociuding mating and mutation. Since the

selection of populations is based on a stochastic process the solution to the problem is not unique.
There are many adwntages in using GA as pointed38]:

1 It explores the entire search spase it is unlikely that itwill get stuck in a relative local
optimum point.
1 It is not necessary to have a mathematically elaborate representatibe agtimization

problem. There could be some discontinuitiaghe search space.
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1 The answer isusually a very good solution to the problem not the best answhkich
prevents the algorithlbecomingstuck in holes in mathematics @n top of a local optimm

point.

The GA begis with a choserpopulation calledthe initial population. It is possibléo allocate a
desired initial population where the boundarytbé answer is known and we want GA to starts
searching close to it. The initial condition shouldd®sen somewhere near the peaks orshole
avoid searchin@ wide areaEach populatin consists of individuals thatre the encoded strin@f

the variables of the answer. This stringalled a chromosome and is in form of a binary string. Each

bit in this binary string is called a gene.

After choosing the initial population the fitness score of itidividual is calculated employing a
defined fitness function. Afterward the next population is genetateandomly choosing individuals

in previous ppulatiors with the best fitness function. Then the recombination and mutation of
individuals is performed to generate all possi@hswes. Since GA uses random processes the answer
is not deterministic. Running GA on the same problem multiple timespnadayice different answesr

but all the answershouldhave acceptable fithess. GA stops when there is a very small difference in
the fitness score of ndyvgenerated individual

3.5.3 PowerFactory MATLAB Data Exchange

The tuning process of CPSS has two parts. PowerFactory runs a modal analysis and MATLAB runs
the GA optimization. Manual data exchange betwhemesults of each calculation is a cumbersome
and time consuming processo some sort of automation should dé&tablished betweethe two

software packagesa order tospeed uphe execution of tuning algorithm.

DIgSILENT Programming Language (DPL) is a user interface provided in PowerFactach wh
enables the users to writiewn commands ithe form of scripts.These commands could be used to
add some sort of automation to the tasks running needed during simuBgtissing DPL scrips, it is
possible to rumifferent smulations, changparametersf elements, savand loaddata from files and

creatloops ancconditions(like while and if loog) [39].

Both software packagesme capable of saving datatime form of CSV files. These file are used to

exdchange data between the two software packalege files are defines:

91 Switch.csv: This file consists of one variable which is used as a switch. The two software
packagesise this variable to realize which one is running the algorithm. When the switch is
0 MATLAB is running the GA and PowEactory is in waiting condition wheas when

switch is 1 PowerFactory is running Modal Analysis and MATLAB is in waiting condition.
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9 Stop.csv: This file has one variable. MATLAB uses this file to announce thengtiom of
GA process to PowerEtory.

1 Psspar.csv: This file has 5 variabl8hese variables are the parametersthef CPSS.
MATLAB saves these variables aRdwerFactory loads them during each iteration
1 Psseigresv: This file contains all the data relating ttee position of the eigenvalues.

PowerFatory writes the real and imagiry parts of eigenvalues after running the Modal
Analysis

Figure 3.2depicsthe flowchart othe proposed data exchange stefiss scheme has been adapted
from [36]

Y
Power Factory runs modal
unalvsis und saves data as
spremd sheet
MATLAB waits for Power
factory to finish checking
switch

Y

Y

Power Gactory
changes the
switch

Y
MATLAE runs GA
optimization aml writes
PSS parameters as spread
sheet
Power Factory waits for
MATLAB to change the

swilch

b J

MATLAB
changes the
No switch

// H\“\\

Best Fit Found

Figure 3.2 Data exchange between MATLAB Power Factory
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As seen inFigure 3.2PowerFfactory runs the Modal Analysis and saves psseign.csv file. Meanwhile
MATLAB is stuck in a dummy loop chking the status ofhe switch.csv. When PowerFaatry

finishes the process of Modal Analysis it changes the stathe sfiitch and consequently MATLAB
comesout of dummy loop. Now PowerFactory is repeating a dummy ébaeking the status of the

switch and MATLAB calculate the fithess score using theulteof Modal Analysisand the GA
generates new variables for CPSS parameters. When the new parameters are ready MATLAB save
these parameters in the file and changestéieis of the switch. This process continues until the GA
stops and MATLAB changes éhstadus in thestop.csv file whereuponPowerFactory terminates the

script.

This automation is fulfilled using DPL script in PowerFactory. The DPL sisripbnfigured usinghe

ComDpl dialog box as shown Figure 3.3

DPL Command - Scripts\GAexchMatlab.ComDpl [ ||
Nare [oechiaia
Advanced Options General Selection W Trem
Seript Input parameters:
v 4 Cancel
Description Type Name Value Uit Description
Version [ cnir courter - Save
2 |double |stop stop sign
3 |int ¥ Counter Check |
4 |double |K Local signal gain
5 [double [T1 Time constart
6 |double |T2 Time constart
7 |double |T3 Time constart Frmn
8 |double |T4 Time constart
3 |double |x switch variable

-
4 3

Extemal Objects:

MName object Description

Ll CP55 -

o !
4 3

Figure 3.3 DPL Script Dialogue Box

As seen inFigure 3.3 all the parameters and their types usedhmscript shald be defined and
namedaccordingly.All the external objects whose parameters may be changed in the script should be
defined and named. All other commands like running RMS simulation or Modal Analysis should be
addedin the contents window as shownFigure 3.4 As seen in this figureghe commands used in

the scripts are load flow calculation (LDF, .ComLdf) , modal analysis (MDA, .ComMod) , output
window update(Echo .ComEcho) and saving results (Results, .ComRes). The settings for saving data
in theform of a spread sheethould be configd in the lger. The dalog box is shown in Figure 3.5

The variables that are targeted to be saved in the file should be selected. Here the real and imaginary

parts of eigenvalues are selected.
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axsihe Qe wwrsd A & d =
nse
MName Order Type Object modified Object modified by

-1000000 3 5 _
“H |[MDA -1000000 3/03/2015 17:45:56
Bl |Echo -1000000 4/03/2015 16:41:43 |Demo
BB+ [Results -1000000 13/06/2015 20:12:25 Demo - |
Lnl 4 object(s) of 4 1 object(s) selected

Figure 3.4 Contents of DPL

ASCH Result Export - Scripts\GAexchMatlab'\Results.ComRes * V|-
Export from w| = | . Cases“Study Case'\Eigenvalues
Advanced Options

Info Close
Cancel

MNumber of Eigenvalues 22

MNo. of Variables: 47 Apply

Filesize 12150 kB

Export to | Textfile |

File Name ‘C Users'AiDocuments \MATLAB \psseign csv J

Variable Selection
" Export all variables
% Export only selected vanables

Columns:
Result object Element Wariable
> 1 Eigenvalues bsigvalr -
Eigenvalues beeigvali

3

Figure 3.5 ASCII Result Saved

The DPL script is showat the end of this chaptaith comments on functionality of each command.

A fitness function should be defined for GA. This fitness function or cost function should be
judiciously chosen so that it reflects the performance of the system. Here the cost function is defined

using thedampeing ratio of all tle eigenvalues as shownEq.3.5:

QWani— (3.5)
The cost function could be defined
0O I Ad ET’Q(I)c'xr‘]‘l Q pﬁ;88 (3.6)
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whereQ @ & nid thedampeing ratio related to theth oscillatory mode.
Constraitts are the rangf the variables:

pmm o YT

T Y o

v Y p

w 6 q

v Y p

In Eq. 35.| andf are real and imaginary parts of the eigenvalues in{blargrespectively These
data are saved in psseign.csv by PowerFactory. MATLAB loads thisriefilters out all the
eigenvalues vih negative imaginary part (congx eigenvhies). The dampeing ratios of all the
eigenalues are calculated next atite minimum value of aldampeing ratio isdetermind Since we
want to search for parameters thaill produce the maximundampeimg ratiq and GA is a
minimization algorithmthe negative of minimundampeing ratio is returad as the fitness score.

The script which is in form ofram.file is shown below:

function dampen_r= eigenplace (XY) ;
K=XY(1);
T1=XY(2);
T2=XY(3);
T3=XY(4);
T4=XY(5); % reading the data created by GA
PSSPAR=[K T1 T2 T3 T4];
PSSPAR=PSSPAR'
csvwrite ( '‘psspar.csv' ,PSSPAR) ; % saving data to be loaded by
PowerFactory
csvwrite( 'Switch.csv' 1);  %Rewrite the Switch.csv file for DigSILENT to
start

Switch=1;

while  Switch==1 %The loop which makes Matlab to wait
DigSILENT to compute
for 0=1:4000000 %The loop for delaying the switch sccan

end
[Switch] = load( '‘Switch.csVv' ); %Read the Switch.csv
file
if  Switch==0 %The condition of breaking out from
while loop
break
end

end
load psseign.csv
%pFilter only the positive complex eigenvalues
POS_index=find(psseign(:,2)>0); % find positive imaginary part
psseigh=psseign(POS _index, 3);
%END Filter only the positive complex eigenvalues
%Dampening ratio calculation
[size_1, r]=size(psseign);

Continues..
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dampen_r1=[];
for i =1l:size 1
dampen_ind= - psseign(i, 1)/(sqrt(psseign(i,1)."2 +
psseign(i,2).*2));
dampen_rl=[dampen_r1l; dampen_ind];
end
dampen_r= - min(dampen_rl);
%END Dampening ratio

It can be seen in this scriftat the data exchange codes with PowerFacmgmbedded in fitness
function as wellThis file is configured aghe fitness function irthe GA. The coddo run GA isas

follows:
%% Genetic Algorithm for minimizing the dampening ratio of SIMB system
fu nction  [psspar,fval,EXITFLAG,OUTPUT,POPULATION,SCORES]=GApsstune
csvwrite( 'stop.csv' ,0)
LB =[100.1 0.05 0.1 0.05] ; %% lower band of pss parameters
UB =[803121]; %% upper band of pss parameters
options = gaoptimset
('PlotFcns'  {@gaplotbestf, @gaplotstopping, @gaplotbestindiv}, ‘generations’ ,10, 'Stall
GenLimit" ,10, 'StallTimeLimit' ,1000) ;

[psspar,fval, EXITFLAG,OUTPUT,POPULATION,SCORES]=
9a(@PSSFIT,5,[1,[1.[.0.LB,UB, [1,[],options);

fprin  tf( 'The best scores found was : %g \'n', SCORES);
fprintf( "The best function value found was : %g \n', fval);
csvwrite( 'Switch.csV' ,1)

csvwrite(  'stop.csv' 1)

3.5.4 Simulation and Result

In this sectiona simulation is performed iRowerRactory and the resalare shown to compare the

power system performance in three scenatinshe first scenariothe power system is supposed to

have no CPSS. In the second scenario it is supposed to have CPSS while the parameters are chosen
arbitraily andin the last scen@ the parameters of CPSS are chosen to be the tunathgters
calculated using GARMS simulatios arerunin whichtwo everts are configured. The first evest

a three phase short circuit fault happening at 0.5 damtsl for 500 ms. The second evenl0 %

increase in local loathat occursat 8s.

Before running the simulationhe proposeduning processs performed by running the DPL script
and GA simultaneously. After finishing the optimisation process the best values for CPSS parameters

are eturned. The results die GA are shown irFigure 3.6
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Best: -0.537831 Mean: -0.296411

Best fitness
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Figure 3.6 The Status of GA in MATLAB

The best values proposed by GA optimization are showiale 3.

Table 3 Best PArametrs Found

Parameters value
K 74.6769
T1 1.9514
T2 0.2066
T3 1.8068
T4 0.6946

These parameters are appliedteCPSS model in PowerFactory and a Modal Analysis is performed.
The positios of all eigenvalues are shownkigure 3.7 considering the three scenarios. The red line

in Figure 3.7s the locus of all the values wittampeing ratio of 10%. It cafe seen that when there

is no CPSS in the control loop there is one eigenvalue deithpeing ratio lower than 10%. With
untunedCPSS all the eigenvalues havdaanpemg ratio higher than 10% but at least one eigenvalue
related to oscillatory mode is close to the line. It is very likely that in case of any contingency this
eigenvaluecould shiftto the right andevenmove into theunstable area. When the tuned parameters
of Table 3 are applied it carbe seen that all the eigenvatuare shifted to the left sidBRMS
simulatiors ae run using the events descrilestlier Two variabledhave been monitored. Figure 3.8

shows the speehd Figure 3.8hows the output power of the generator.
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As seen in Figure3.8 and 3.9he oscillation when there is no PB&sist formanyseconds andihen
the tuned CPSS is used theseillations arelampeed in one or two cycte The PowerFactory DPL

script is shown below.

fopen('CiUsersAli \DocumentiMatlabstop.csv','r',7);
fscanf(7,'%ft', stop);

fclose(7); I Reading the Stop.CSV file

while (stop=0) { ! The loop will execute until stop is not zero
fopen('CiUsers§Ali\DocumentiMatlabSwitch.csv','w',8);
x=0;
fprintf(8,'%f\t', X);
fclose(8);
while (x=0) { I DigSILENT waits for Matlab to write
fopen(C:\Users$Ali \DocumentiMatlabSwitch.csv','r',7);
fscanf(7,'%ft', x);
fclose(7);
for (y=0; y<500000 ; y=y+1) {
} I Dummy loop
}
fopen('CiUsersAli\Documenti¥Matlabpsspar.csyt',8);
fscanf(8,' %%t %fit %fit %fit %f\t, K, T1, T2, T3, T4);
fclose(8);
pss:K=K;
pss:T1=T1,;
pss: T2=T2;
pss:T3=T3; I Reading and updating new parameters

pss:T4=T4; Continuesé
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LDF.Execute(); funning load calculation
MDA.Execute(); ! running Modal Analysis

Results.Execute(); I saving data to csv file

fopen('CiUsersAli\Document¥MatlabSwitch.csv','w',8);
x=0;
fprintf(8,'%f\t', x);

fclose(8);

fopen('CiUserdAli \Document&¥Matlabstop.csv','r',7);
fscanf(7,'%ft', stop);

fclose(7);

39




4 Power Factory to MATLAB/Simulink Inte rface

4.1 Introduction

Simulation software are reliable tools used by glemisand operators to run tesand experiment on
power systemm and validate the efficiency of desgnrhey provide an environment to model the
process and simulate various working conditions wiise andow costs and withougéxposing the
real system taletimental testsconsequencedVith the advances in the equipment and increasing
complexity of systemsnore accurate and developed simulationvearfe with more capabilities have
been introduced. The interface betwekfferentsimulation softwareanmakeoptimum useof them
where each one of thelhasbeendeveloped for specific aredhe Dynamic Data Exchange capability
in operating systems creates an environment where the intedageeln simulation software cée
achieved. IH40] an example of PSCAD to MATLAB interface is demonstrated where a fuzzy logic
controller created in MATLAB is integrated into ande rectifier.In [41] the requiremenisnethods
and issues for interfacing transient siation software is introduced and illustratedth the focus on

programs which use mathematical algoriitmsimulate electromagnetic phenomena.

In this part of the neort, the interface betweeDIgSILENT Power Factory and MATLAB/Simulink

will be illustrated. Power Factory is a powerful tool to model and analyse power systems and is
widely used. It is possible to model simple and siagontrol structures in Powaictory as common
modek and as user defined modekrit more complex and advanced control structure like artificial
intelligent techniguesannot be modelled in Poweactory To facilitate the integration of more
complicated algorithm into Power Factory malé is possible to link a common model in Powe
Factory with a MATLAB script. The detailed process and examplasRafweFactory andMATLAB

interface are present@u[42].
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4.2 DigSilent PowerFactory to MATLAB Interface Structure
In this section the overall structure tmk a PSS design in MATLAB tathe PowerFactory

Environments illustrated.

4.2.1 Power Factory Configuration

The first step is to add a new slot in the composite model for MATLAB interface. This new slot
should bdinked to a common block defines Dynamic Bnulation LanguageEImDSL) and a block
definition (BlkDef). In the composite modethe input and output signals which are exchanged
between MATLAB and Power Factoryheuld be drawnThis new slot is shown in Figure 4chlled
MATLAB Interface BIK. Sincethis block is acting as PSS blqdke input signal is speed and the
output is UPSSwhich arebothconnected to the slot.

Frame: Synchronous Machine Signal Interconnections

gt | IMATLAB (|uess AVR
Interface _‘ L Elmdwr. [T
. . SG -
T ElmSy.
. PSS coov [IT 77 ;
EImBI.. EEiGov™ EImBLy™ . _‘

Figure 4.1 MATLAB Block in Composite Model

By adding this slot a new row will be added to the composite model to link this slBtSbhraodel.

A block definition should be defined as shown in FFggd.2 This is where the MATLAB interface is
configured. As seen in the Figure 4i@ Basic Data ta and in the (assification section MATLAB
m.file should be chosen and the address of m.file should be entered. Input and output signals, state

variables and parameters should be enterétkivariables section.
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The names used ithe MATLAB script for variables should be identical to the names usethén
block definition. The initial conditions of state variablehould be defined undegiation tab. The

variables and their units are also definethia sectionas shown Figure 4.3.

Block Definition - User Defined Models\Folderl\Matlab.PSSSimLeadlag BlkDef * =
Name IMatIab.F‘SSSimLead\ag
Equations Title I
Description Caution: Changing level of already used models requires adaptation of all dependent models!
Level I Level 3: Level 2 + im(H{unction precise in time LI Cortents
™ Automatic Caleulation of Initizl Conditions TEEe
—Cl 1
™ Linear
™ Macro

¥ Matizh Mie  [C:\Users\Ali\Documents\MATLAB\PssSimim .|
r~ Upper Limitation

Limiting Parameter I

Limiting Input Signals I

Pack->Macrol

r~ Lower Limitation

ol

Limiting Parameter I

Limiting Input Signals I

— Variables

Cutput Signals |y

Input Signals Iyi
State Variables |x1 x2x3
Parameter Jle. T 71,723, T4, Limit

Intemal Variables |

Figure 4.2 Block Definition for MATLAB Interface

3

E

Block Definition - User Defined Models\Folderl\Matlab.PSS5imleadlag.BlkDef

[~

Basic Data Addtional Equations QK I

inc(yi)}=1 -

inc (x3)=0; CE'_I"C‘"4
Description inc (x2)=0 ;

inc (®X1)=yi*k*Tw H Contents |

inc (v)=0 ; Equations |

y=0.0001 H Macro Equat

' ®3.=0 ;

x2.=0 ; _lmedi

x1.=0 ;

Check Inc.
vardef (k) ='pu';'Gain' H Fack |
vardef (Tw) ='3'";'Washout Time Constant'
vardef (T1) ='sz'; F'ack-)Macrol
vardef (T2) ='s';
vardef (T3) ==t Encrypt |
vardef (T4) ='z"' H
vardef (Limit) ='pu';'Limit’ :
<] | _>lJ

OVR [ READ [ Lnl, Coll

Additional Pararmeter I

Additional Internal ¥ ariables I

Parameter Mapping I

Figure 4.3 Initial Conditions and Variable Definition in Block Definition

42



4.2.2 MATLAB and Simulink Configuration

In this sectionthe structure to be configured in MATLAB to establish the interface is demonstrated.
The MATLAB model could be a script written as m.fileaomodel in SimulinkSince Power&ctory

can onlycall scripts, the $nulink model should be calledava function and as a script. PowerFactory
uses a common workspaseall the variablegand parameters should be defimedglobal variables in
MATLAB. In this section two m.file will be created in order to model a CPSS. The first maxlel i
block diagramin Simulink and the second one is a MATLAB script which actha€PSS.

Using Simulink, the first step is to create thedalthatis shown in Figure 4.4As seen irFigure 4.4
the CPSS is modelled using Simulink transfer functions. All the variahparameters should be
named identical to the es in the block definition in PoweaEtory. This model should be lieal
through a MATLAB function as an m.file. This m.file is theript which is called by PowerEtory.
All the variables should be definegtcording taheir name irthe PowerFactory block definition. The
state variablesh®uld be set for Simulink agptions and then the Simulink model @hid be called in
MATLAB script asshownbelow

function [t.x,y]= gainpssf ;
global yiTw T1T2 T3 T4 x1x2x3k Limit yo init options;

options = simget ( 'PssSim'  );
options= simset ( 'InitialState' , [X1,x2,x3]);
[t,x,y]=sim( 'PssSim' ,[],options);

A

) s T1.s+1 T3.5+1
e > - F|—D
Tw.s+1 T2.5+1 T4.5+1

. - yo
Gain Transfer Fcn Transfer Fcn1 Transfer Fcn2 Saturation

Figure 4.4 Simulink Model of CPSS

To validate the functionality of this interface simulation is run to compare the result of the Simulink
Model with the CPSS modelled in PowerFactory. The events during simulation afghasg short
circuit in the transmission line a.5s which last for @ ms anda 10% increase in load at 8 Bhe

results are shown in Rige 4.5
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Figure 4.5 Result of Simulation Comparing Simulink and PowerFactory Blocls

As seen irFigure 4.5the outpus of both blocks are identical. The difference between state variables
is due to different definitions for state variable in Power factory and Simu¥imkh should be taken

into account when defining initial states.

It is possible to realize the CPSS mabih MATLAB as a functiorwithout linking to Simulink. One
approachs to obtainthe state space of the CPSS transfer funaiwtuse the state space matrices to
update the state variable in each time framseshown belowJsing this script makes thesilation

speed much faster since there is no need tahesimulink block at each time step.
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function [t,x,y]= gainpssf ;
global tyi Tw T1 T2 T3 T4 u x1 dt x2 x3 k u Limit init options;
t=[0;0.01] ;
dt=t(2) -t(1)
u=Kk*yi ;
X(:,1)=[x1;x2;x3] ;
A= -1/Tw
B=1 ;
= -1/(Tw * Tw) ;
D= 1/Tw ;
X(;,2)= dt* (A*X(;,1)+ B*u) + X(:,1);
y(1,1)= (A*X(:,1)+ B*u) ;
y(2,1)= (A*X(:,2)+ B*u);
x= transpose (X) ;
for i=l:size(y) ;
it (y(i)> Limit)
y(i) = Limit ;
elseif (y()< - 1 * Limit)
y(i) = - 1 *Limit ;
end
end

45




5 Atrtificial Neural Network based Power System Stabilizer

5.1 Introduction

Classical control theorgtructures are based on linearization of power systems where the parameters
of the system are simplifid3]. These linear models do niotly represent the nature of the actual
nonlinear systemAdaptive and robust contrdh¢ories have been proposed to overcome vulnerability

of fixed conventional structures. These structures have the ability to change their parameters to meet
new operating conditiaof the system.

Conventional power system stabiligdnavebeen used since916 0 6 s i n p damgenlowg r i d s
frequency oscillatiogin interconnected power gridBut power grids are nonlinear complex syssem
andthe operating conditionare costantly changingAlso, the ever increasing demand and limited
generation capacity Bafurther forced power systeno operate close too transient stability limits.
Conventional control structurdéike lead lag controllers work well fanost operating points btheir

lack of flexibility in unpredicted operating conditions caatshadowover their performanceModern

control theory has been employed to design more advanced control topologies and structures.

Adaptive and robust control theories have been proposed to ovethemalnerabilitiesof fixed
conventional structures. These stures have the ability to change their parameters to meet new
operating condition of the system

Artificial intelligent (Al) techniques have been studied over decades in order to introduce effective
control solutions to complex problemdany intelligent techniques havmen proposetb enhance
the stability of power systenjd4].

In this sectionan Artificial Neural Network based Power System Stabilizer (ANNPSS) is proposed.
A short description of neural tveorks is represented and the training of neural netsvisrbriefly
explained. Then the proped structure is illustrated by comparing with of the performan@P&S.

5.2 Artificial Neural Networks

Artificial Neural Network (ANN) is a computational model thrmimics the cognitive process tife
human brain45]. The computational elements are nodes called neuvdrish act likea human
nerve systes 6 n.Asimperreuron is depicted in Figuiel
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Figure 5.1Simple Neuron[45]

As seen irFigure5.1a neuron consists of one or some inputs that are mapped to moeemutpus.
The mapping relation is the weighted summation of inplusa biaswhich has been passed through
the activation function. Equations of this relation are shown below.

£ Qo0 wd w0 6 (5.1)
® 0t QO (5.2)

The mmbination of these neurons shapes a Neural NetWbeee are many activation functions that
could be employed according teethpplication. Bmesamples are shown in Figure 5.2.

linear sigmoidal logistic hyperbolic tangent Squashing Function linear threshold
1 1 1 1

Figure 5.2 Activation Functions [45]

Different structures could be mallg combining the simple neurdn Figure5.1 to make multilayer
neural networks. A sample multilayer neural network is shoviigare 5.3.

g g TRe e ,Z;)_. »
PZ—»O;‘: : e T
E i I gy S
P:s——o
Input layer o e @ - Output layer

Hidden layer
Figure 5.3 Multilayer Network [45]

The mosimportant feature of a neural netwoskthe capability of being trained. The training of the
neural network is adjustment of parameters so that the input vector is mapped to the desired target
vector. During the training the input vector and target output are given and the output of the neural
network is compared with the target output. The training is carried out according to an error function
known asa performance function. A common performance function is the mean square fumittion

the relation shown iEq5.3

O -B & ® (5.3)
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The training algorithmés aim is to minimise t
algorithms to update the parameters ofrabnetworks. Acommonlyused algorithm ishe steepest

descent algorithm. It uses the gradienthefperformance function to update the parametsshown

inEq5.4

©®Qp wQ _— (5.4)

In Eg5.4a-is known as the training rate. To find the gradienthef performance function w.iall the
parameters imneural networkthe chain rule cabe usedas shown below:

_ (5.5)

By back propagating the chain rule, fiie parameters up the input layer cabe updated.

5.3 Application of Artificial Neural Networks i n Power Systems
ANNSs havebeen suggested in a wide range of application in power syptéinsrhese applications
are mostly in these areas:

Load forecasting

Fault diagnosis and fault location
Economic dispatch

Security assessment

Transient stability

= =4 =4 -4 4

Although many papers has been published suggestatgieural networksan be usedor power
system problems, there are still some challenges to be resolved to overcome lack of assurance of using
them in real applications.

5.4 Previous Work on Artificial Neural Network based Power System

Stabilizers
In this sectiona review of previous researches on using ANN #d38Ss is presented. In many
applications ANN has been used as a tuning tool for CPl8Sither papers they have replaced the
CPSS and the control structure is based on ANN. In some papers a combination of intelligent
techniques such as ANN and fuzzy logic has been employed.

In [47] ANN has been used for reaine tuning ofa PSS. The control structure #&sproportional
integrator controller (Pl Controller) and the gaof the controlleraretuned by use of feefbrward
ANN. The generator output power and power factor are the inputlsigm the ANN. The traing
data arebtainedby calculating the PSS parameters in ordexctuievepre-specified eigenvalues.

Another proposed control structure based on ABbllivenin [48], where two ANN designbased on
speed variation andgenerc stabilizing signal are proposed aisMIB system. The training is based
on offline data generated layoptimized CPSS.

In [49] ANNPSS isproposed using the nonlinear power flow dynamics. The topology consists of two
ANNSs: aneural identifier ané neural controller. The neural identifier models the dynamics which is
used to train the neural controller.
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A similar structure of usin@ neural identifier is presented B0]. In this paper insteadf @an ANN
controller a fuzzy logic adaptive controller is proposed.

In [51] the samemethod of usinga neural identifier is employedsing the deviation in rotor speed.
The identifier produces and approximation of speed dewviatrthich is compared with desired speed
which is used to train a feed forward neural controller through back propagation.

5.5 Predictive Power System Stabilizer based on Artificial Neural Network

In this sectionthe proposed control structuusedin this project is illustrated. The MATLAB Neural
Network toolbox is used teealizethe ANN, which is interfaced t@IgSILENT PowerFactory sing
the methods given inl@apter 4The power system is a SMIB modelledHowerFactory as defined in
Section 2.5.

5.5.1 ANNPSS Control Topology
The structuref the controller is shown Figute4

D Uprilk}
Neural - Plant Wi
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i — f

\, /
| ] \\_‘ .-f

Cpwsik-1) £

UpsslK-2) w  Menral

", Identifier
'

wiked)

"
%

-

Figure 5.4 ANNPSS Control Structure

As seen inFigure 5.4, the ANNPSS consists of two neural netwsrlk neural identifier which
models the dynamics of the systeand a neural controllefThis predictive control structure is
adapted fron}52]. The Neural Identifidy task is to predict the output of the system. The predicted
value is then compadewith the desired value to finthe error. This error is later uses the
performance function in thideural Controller whetthe networkis being trainedThe desigrdetail of
each ANN is describedn the following section In order to enable the inteda between
PowerFactory and MATLABthe interface described inh&pter 4 is used. Two more blockse
added tothe composite model in PowerFactoty interface with Neural Identifier and Neural
Controller. The new composite model in PowerFaci®sshown in Figure 5.5
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Figure 5.5 Blocks to Embed Neural Identifier and Controller

5.5.2 Neural Identifier

The task of Neural Identifier is tmodel the dynamics of the system as seethbySS. In order to
model the power syem which is a nonlinear systenthe Nonlinear AutoRegressive Moving
Average(NARMA) model is used53]. The NARMA model is a inputoutput representation @f
nonlinear system. According to this model the outguwd discrete non linear system could be defined
as a function of current and previous values of systgmtiand outpytas shown in Eq 5.6.

o QM pMHQ ¢cMB88M™Q ¢
@R P 0RO p R CB88ITQ & (5.6)

The proposed neural network to realize the NARMA model is created theigATLAB neural
network toolbox. The Neural Identifies shown in Figuré.6.

A\ NARX Neural Network (view) =N X

X(t) Hidden

y(®
]

As sea in Figure 5.6, a two layerfeedforward networks used aghe identifier. The injts to this

network are speed and UPSS signal with time delays to create the previousMatuestput signal
is the next discrete vadwf speed

Figure 5.6 Neural Identifier Topology

The training otheneural identifier is carried out using therfpormance faction givenin Eq 5.7
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VQ -0 Vv TQ (5.7)

In Eq5.7 0 QAT R Q are rotor speed aridentifier output respectively. In order to effectively
train the neural network a rich signal which excites all oscillatory mod#segbwer system should
be employed. This signal is created udingMATLAB idinput command which generatdise input
signal for identification. The signal shownkigure5.7is used for trainingheidentifier.
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Figure 5.7 Signal Generated for Identifier Training
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This signal is used abe UPSS signal in PowerFactdpy using the interface described@mapter4.
After running the si mul Biduie®m&is sdavddas Q/flecandiduseds i gn a l

for Identifier taining.

Speed

Time

Figure 5.8 Speed Response to Identifier Signal

The offline taining is performed using the MATLABolbox. In order to test the functionality e
Neural Identifier a simulation is carried out. The Nedidsl block inthe composite model is linked to
the Neural Identifier in MATLAB. The result of simulation is shownHkigure5.9, which validates
the performance dhe Neural Identifier.
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Figure 5.9 Comparison of Neural Identifier and PowerFactory Model
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The online training othe Neural Identifier is also possibleésingan m.file linked to PowerFactory.
The online training is needed when the operating conditions or parameters of the power system are
changed.

5.5.3 Neural Controller
The task otthe Neural Contoller is to providea proper stabilizing signal tdamperthe oscillatioss.
Thefeed forward timedelay neural network shown Figure5.10is usedasthe Neural Controller.

Figure 5.10 Neural Controller

This neural network conssgstof one hidden layer with 10 neurons and an output layer. The input
signal is the synchronous machine spaed the output ithe stabilizer signal.This Neural Controller
is linked as an m.file to PowerFactory.

The task otthe Neural Controller is to keep the speed constant. The trainitftgedfeural Contrder
is done using the output of tiNeural Identifier. The output dhe Neural Identifier is compared with
the desired value of speedhich in our case is 1 p.d’he perbrmance function othe Neural
Controller is defined as the mean square erragh®Neural Identifer and desired valyas givenin
Eq 5.8

0 - Qp VQ (5.8)

Sincethe performance function in Eq8is not a function othe Neural Controllerthe training otthe

Neural Controller could not be performed usthgtraining algorithm in MATLAB. In additionthe

target value fothe Neural Controller with is the sthilizer signal is unknown. Butrothe other hand

the output oftheNe ur al l dentifier i s a f uasoctheiperformamde Ne ur
function the Neural Controller is indirectly a function of Neural Contrdles 0. 66 iparder to

find the proper cost function which could be usedtirtraining algorithmthe error in Eq 5.8hould

be back propagated using the chain rule from Neural Identifier outthe keural Controller output.

This back propagation is done using the codes in Neural Identifier m.file.

The same signals used Higures 5.7 and 5.8 are used to traithe Neural Controller. The Neural
Identifier output error and the back propagated erroslaog/n inFigure5.11

After training the Neural Controller the identifier could be taken off the system and the Neural
Controller starts feeding the exciter system with the stabilizing signal.
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