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Abstract

The analysis of Hopfield networks has been carried out principally by the methods of statistical mechanics and information theory. In this paper, a more geometrical approach based on dynamical systems theory is presented. Basic definitions from dynamical systems theory are presented and illustrated with a simple example. The eigenspaces of the weight matrix, the geometry of the energy manifold and the diffeomorphisms induced on the sphere are presented as tools for the study of network dynamics. Topics for further research are proposed.

1 Introduction

Since their introduction in [1], the analysis of Hopfield networks has been carried out principally by the methods of statistical mechanics (e.g. [2], [3], [4], [5]) and information theory (e.g. [6], [7], [8]). In this paper, a more geometrical approach based on dynamical systems theory is presented. This is in keeping with Hopfield’s original approach, which used dynamical systems concepts in the description of the behaviour of the network. The approach is similar to that of Cottrell [9].

In this paper the eigenspaces of the weight matrix, the geometry of the energy manifold and the diffeomorphisms induced by the weight matrix on the sphere are presented as tools for the study of the network dynamics. Some simple results are given. A number of topics for further research are proposed.

2 Definitions

The following definition is slightly non-standard. Definitions of other mathematical terms used in the paper and background material on linear algebra and dynamical systems may be found in [10].

Definition 2.1 Let $S$ be a set. A discrete dynamical system on $S$ is a function $U : S \rightarrow S$. $S$ is the state space of the dynamical system.

Generally, the state space is taken to be a topological space or smooth manifold, and the function $U$ is assumed to be continuous or smooth. For Hopfield networks, the state space will be a finite set and conditions of continuity or smoothness will not apply.

Definition 2.2 The orbit of $x \in S$ under $U$ is the set \( \{ x, Ux, U^2(x), \ldots, U^n(x), \ldots \} \).

The points of $S$ whose orbits exhibit persistent steady-state behaviour are the basis for the analysis of dynamical systems.

Definition 2.3 $x \in S$ is a fixed point of $U$ if $U(x) = x$. $x \in S$ is a periodic point of $U$ if there exists a positive integer $p$ such that $U^p(x) = x$. The least such $p$ is the period of $X$.

Fixed points are considered to be special cases of periodic points (with period 1).

In what follows, $\mathbb{R}$ will denote the real numbers and $\mathbb{R}^n$ the $n$-dimensional vector space consisting of $n$-tuples of real numbers.
3 A Simple Example

The definitions of the previous section will be illustrated by a simple example.

Consider a Hopfield network consisting of five units. We will assume that the states of the units are either +1 or -1, and that the thresholds of the units are all 0. If we assign some ordering to the units, the state space of the network becomes \( \{1, -1\}^5 \). This is a subset of \( \mathbb{R}^5 \), so the states of the network can be represented as vectors in that space.

We will find it convenient to represent the state of the network also as a string of plus and minus signs: [+ + - - +] will denote the network state in which the first two units are in the +1 state, the next two are in the -1 state and the last unit is in the +1 state.

Suppose that we wish the network to store two patterns: [+ + - + +] and [+ - + - +]. The weight matrix is then

\[
W = \begin{pmatrix}
0 & 0 & 0 & 2 \\
0 & 0 & -2 & 2 \\
0 & -2 & 0 & -2 \\
0 & 2 & -2 & 0 \\
2 & 0 & 0 & 0
\end{pmatrix}
\]

The state space \( S \) of the network is \( \{1, -1\}^5 \), which we consider as a subset of \( \mathbb{R}^5 \). The weight matrix \( W \) defines a linear transformation on \( \mathbb{R}^5 \), which will map points of \( S \) to points of \( \mathbb{R}^5 \) that will generally not belong to \( S \). This linear transformation will also be denoted by \( W \).

The dynamical system \( U \) on \( S \) will be the composition \( \pi \circ U \). If \( x \) denotes the state of the network at some time, \( U(x) \) will be the state of the network after all the units have been updated synchronously, provided that none of the components of \( W(x) \) is 0. This will happen in a number of cases in this particular example; we will assume that the definition of the projection \( \pi \) is modified in such a way that if some component of \( W(x) \) is 0, then the value of the corresponding component of \( U(x) \) is the same as that of the same component of \( x \).

The state space consists of 32 states. Of these, there are four fixed points:

[+ + - + +], [+ - - - +], [- + - - -], and [- + - + -].

The first two are the stored patterns from which the weight matrix was computed; the other two are obtained from the first two by reversing the state of each unit. We will call these states \( F_1, F_2, R_1, R_2 \) respectively.

There are also four states of period 2, making up two cycles:

\([+ + - - +] \mapsto [- - + - +] \mapsto [+ + - + -]\)

and

\([+ - - - +] \mapsto [- + - + +] \mapsto [+ - - + -].\)

We will call these cycles \( C_1 \) and \( C_2 \) respectively.

There are three other states which map to \( F_1 \) under \( U \):

\([+ + + + +], [+ + - - +], [+ - - + +].\)

Similarly, there are three states which map to \( F_2 \) under \( U \):

\([+ + + + -], [+ - + - +], [+ - - - +].\)

It will be seen that these are the only states from which the network can reach one of the stored patterns.

Three states map to each of the other fixed points:

\([- + + - -], [- - - + -] \text{ and } [- - + - -] \text{ map to } R_1,\)

while
The remaining states all map to one of the cycles:

\[ [+++-], [-+--], [+--+-], [-+++], [+--], [-++] \]

map to \( C_1 \), while

\[ [+-+-], [+--], [+--], [-++], [-+], [-++] \]

map to \( C_2 \).

These types of behaviour were all described by Hopfield [1].

## 4 Eigenspaces of the Weight Matrix

Most of the properties of the Hopfield network that we shall derive are consequences of two simple facts: first, the states of the units are either +1 or -1, and, second, the connections in the network are symmetric and no unit is connected to itself. The second fact determines the properties of the weight matrix and consequently of the linear transformation it defines.

We will consider a Hopfield network with \( N \) units, so that the state space is \( \{1, -1\}^N \). This is a subset of \( \mathbb{R}^N \), which we will call the embedding space. We will denote the state space by \( S \).

We will suppose that \( P \) patterns are to be stored in the network. We will denote these patterns by \( p_1, \ldots, p_P \), where \( p_i = (p_{i1}, \ldots, p_{iN}) \), \( i = 1, \ldots, P \), and each \( p_i \in \{1, -1\} \). The \( p_i \) are points in \( \mathbb{R}^N \). They span a linear subspace of \( \mathbb{R}^N \) whose dimension is no more than \( P \). We will denote the set of patterns to be stored by \( P \). The subspace spanned by \( P \) will be denoted by \( E \).

The components of the weight matrix \( W \) are given by

\[
W_{ij} = \sum_{k=1}^{P} p_k^i p_k^j \quad \text{for} \quad i \neq j \quad \text{and} \quad W_{ii} = 0, i, j = 1, \ldots, N.
\]

\( W \) is an \( N \times N \) matrix, and it defines the linear transformation \( W : \mathbb{R}^N \rightarrow \mathbb{R}^N \). Since \( w_{ij} = w_{ji} \) for all \( i \) and \( j \) and \( w_{ii} = 0 \) for all \( i \), \( W \) is a symmetric real matrix with zero trace. As a consequence, all its eigenvalues are real and their sum is zero. This means that, if \( W \) is not the zero matrix, then it must have both positive and negative eigenvalues. We can consider \( W \) to be a (linear) discrete dynamical system on \( \mathbb{R}^N \).

**Proposition 4.1** For all \( x \in \mathbb{R}^N \),

\[
W(x) = \sum_{k=1}^{P} <p_k, x> \cdot p_k - Px.
\]

**Proof.** Let \( x = (x_1, \ldots, x_N)^T \), and let \( y = (y^1, \ldots, y^N)^T = W(x) \). Then for \( i = 1, \ldots, N \),

\[
y^i = \sum_{j=1}^{N} w_{ij} x^j = \sum_{j=1 \atop j \neq i}^{N} \sum_{k=1}^{P} p_k^i p_k^j x^j,
\]

since \( w_{ii} = 0 \). Then

\[
y^i = \sum_{k=1}^{P} \sum_{j=1 \atop j \neq i}^{N} p_k^i p_k^j x^j = \sum_{k=1}^{P} \sum_{j=1}^{N} p_k^i p_k^j x^j - \sum_{k=1}^{P} (p_k^i)^2 x^i = \sum_{k=1}^{P} p_k^i \sum_{j=1}^{N} p_k^j x^j - P x^i
\]

since \( (p_k^i)^2 = 1 \) for all \( i \) and \( k \). Thus

\[
y^i = \sum_{k=1}^{P} p_k^i <p_k, x> - Px^i.
\]

Hence \( W(x) = \sum_{k=1}^{P} <p_k, x> \cdot p_k - Px \). \( \square \)

\( \mathbb{R}^N \) is endowed with the standard inner product, denoted by \( <, > \). If \( S \) is any subset of \( \mathbb{R}^N \), its orthogonal complement, denoted \( S^\perp \), is the set \( \{x \in \mathbb{R}^N : <x, s> = 0 \text{ for all } s \in S \} \).

The orthogonal complement of \( S \) is a linear subspace of \( \mathbb{R}^N \), \( P - E \) because \( E \) is spanned by \( P \).

If \( x \in \mathbb{R}^N \) is a non-zero vector with the property that \( W(x) = \lambda x \) for some \( \lambda \in \mathbb{R} \), then \( x \) is an eigenvector of \( W \) with eigenvalue \( \lambda \).

The following results are immediate consequences of the proposition above.
Proposition 4.2 If \( x \in \mathcal{E}^\perp \), then \( x \) is an eigenvector of \( W \) with eigenvalue \(-P\).

Proof. By the previous proposition, \( W(x) = \sum_{k=1}^{P} <p_k, x> p_k - Px \). Since \( p_k \in \mathcal{E} \) for all \( k \), and \( x \in \mathcal{E}^\perp \), \( <p_k, x> \geq 0 \) for all \( k \), so \( W(x) = -Px \), and hence \( x \) is an eigenvector of \( W \) with eigenvalue \(-P\). \( \square \)

Corollary 4.2.1 If \( x \in \mathcal{P} \cap \mathcal{E}^\perp \), then \( x \) is a periodic point with period 2.

Proof. Since \( x \in \mathcal{E}^\perp \), \( W(x) = -Px \). Since \( x \in \mathcal{P} \), all the components of \( x \) are non-zero, so \( \pi(-Px) = -x \). So \( U(x) = -x \). \( \square \)

The foregoing results are true regardless of the particular set of stored patterns, provided \( \mathcal{P} \) does not span the entire state space. The following results require additional conditions to be placed on the set of stored patterns.

Proposition 4.3 In the case where the pattern vectors to be stored are pairwise orthogonal, that is, \( <p_i, p_j> = 0 \) for \( i \neq j \), and \( x \in \mathcal{E} \), then \( x \) is an eigenvector of \( W \) with eigenvalue \((N - P)\).

Proof. As before, \( W(x) = \sum_{k=1}^{P} <p_k, x> p_k - Px \). The \( p_k \) form an orthogonal basis for \( \mathcal{E} \), so
\[
    x = \sum_{k=1}^{P} <p_k, x> p_k.
\]
\[
    <p_k, p_k> = N \text{ for all } k,
\]
so \( W(x) = (N - P)x \), and \( x \) is an eigenvector of \( W \) with eigenvalue \((N - P)\). \( \square \)

Corollary 4.3.1 If the pattern vectors to be stored are pairwise orthogonal, they are fixed points of \( U \). The pattern vectors obtained by reversing the states of the units in the stored patterns are also fixed points of \( U \).

Proof. If the pattern vectors to be stored are pairwise orthogonal, \( N - P > 0 \). It follows that \( U(p_k) = p_k \) for all \( k \). Reversing the states of \( p_k \) gives \(-p_k\), which is also an eigenvector with eigenvalue \( N - P \). \( \square \)

The following question is a topic for further research: How are the stored patterns related to the eigenvalues and eigenvectors of \( W \)?

5 The Geometry of the Energy Manifold

Hopfield [1] based his analysis of the network on the energy function defined by
\[
    E(x) = -x^T W x, x \in \mathcal{R}^N.
\]

The fact that \( W \) is a symmetric, zero-trace matrix means that the energy function has a simple form. It should be noted that the fact that \( E \) is not a positive definite quadratic form means that it is not an energy function in the physical sense; in particular, states of negative energy are possible. In fact, as we shall see, the stored patterns should be states of negative energy.

Let us consider the graph of the energy function, which is an \( N \)-dimensional submanifold of \( \mathcal{R}^{N+1} \). This manifold is often referred to as the energy surface in the literature, even though its dimension is greater than 2. We shall adopt the more correct term energy manifold.

The fact that \( W \) is symmetric with zero trace means that the energy manifold is a hyperboloid, and that it has a single critical point at the origin, which is a generalized saddle.

Further information about the energy manifold can be obtained from the derivative of \( E \), given by
\[
    \Delta E(x)(y) = -x^TWy - y^TWx, x, y \in \mathcal{R}^N.
\]
Suppose that $x \in \mathcal{E}$, so $W(x) = -Px$, then $DE(x)(y) = P(x^T y + y^T x)$, and in particular, $DE(x)(x) = 2Pxx^T$. This means that the variation in the energy function along any ray from the origin in $\mathcal{E}$ is an increasing quadratic function of the distance from the origin. The same is true for a ray in the direction of any other eigenvector with a negative eigenvalue.

If $x$ is an eigenvector with eigenvalue $\lambda > 0$, then $DE(x)(x) = -\lambda x^T x$, so that the energy function decreases as a quadratic function of distance from the origin along a ray from the origin in the direction $x$.

To study the behaviour of the energy function on the pattern space $S$, it is convenient to start by considering its behaviour on the sphere of radius $\sqrt{N}$, since all the points of $S$ lie on this sphere. This sphere will be called the embedding sphere; as it has dimension $N - 1$, it will be denoted by $S^{N-1}$.

Extreme values of the energy function restricted to $S^{N-1}$ can be found by using the method of Lagrange Multipliers. To find the extreme values of $E(x) = x^T W x$ subject to the constraint $C(x) = x^T x = N$, we introduce the Lagrange Multiplier $\mu$, and solve the equations $DE(x)(y) + \mu DC(x)(y) = 0$ and $C(x) = N$ for $x$ and $\mu$. (The first equation must hold for all values of $y$.)

We have

$$DE(x)(y) + \mu DC(x)(y) = -x^T Wy - y^T Wx + \mu x^T y + \mu y^T x.$$  

By symmetry of $W$,

$$DE(x)(y) - \mu DC(x)(y) = -2y^T Wx + 2\mu y^T x.$$  

So we must have $y^T Wx - \mu y^T x = 0$ for all $y$. This is only possible if $Wx = \mu x$; that is, if $x$ is an eigenvector of $W$ with eigenvalue $\mu$.

The following question is a topic for further research: How do the values of $E$ on $S^{N-1}$ relate to values of $E$ on $S$? In particular, when are the points of $S$ maxima or minima of $E$ on $S^{N-1}$?

6 Induced Diffeomorphisms of the Embedding Sphere

So far, we have dealt with two discrete dynamical systems: the linear system $W : \mathbb{R}^N \to \mathbb{R}^N$ and the composition $U = \pi \circ W$ on $S$. There is also a dynamical system on the embedding sphere which can be used to study $U$. This map, which we will denote by $V : S^{N-1} \to S^{N-1}$, is obtained by considering points of the sphere to be points of $\mathbb{R}^N$, finding their images under $W$ and projecting them back to $S^{N-1}$. We have the following diagram:

In the diagram, the maps on the left side are inclusions and the maps on the right side are projections. $V$ is the composition $\pi_S \circ W \circ \iota_S$, where $\iota_S$ is the inclusion of the embedding sphere in $\mathbb{R}^N$ and $\pi_S : \mathbb{R}^N \to S^{N-1}$ is the projection given by $\pi_S(x) = \sqrt{N x / ||x||}$, where $||x||^2 = <x, x>$.

If $x \in S$ is a fixed point of $U$, the components of $V(x)$ must have the same signs as the components of $x$. If $x \in S$ is a fixed point of $V$, then it is also a fixed point of $U$. Further, if $x \in S$, and each component of $V(x)$ differs from the corresponding component of $x$ by less than 1, then $x$ is a fixed point of $U$. It is more convenient to work with $V$ than with $W$, because the projection $\pi_S$ factors out the rescaling effects of $W$.

The following questions are topics for further research: Given $W$, what are the fixed points and periodic points of $V$? Which points of $S^{N-1}$ are attracted to the various fixed and periodic points? What is the relationship between fixed and periodic points of $U$ and fixed and periodic points of $V$?
7 Directions for Further Research

This paper has attempted to set out the beginnings of a geometric approach to the dynamics of Hopfield networks based on dynamical systems theory. The approach appears to have considerable potential as a tool for the study of these networks, as well as other networks with similar characteristics.

Some questions that appear to merit further research have been set out in the preceding sections. There are also a number of broader research issues which may be considered.

First, this approach relates to the synchronous method for updating the network. Can it be adapted and applied to the asynchronous updating method?

Second, the proofs presented above depend on the units of the network having two states and zero threshold. It is likely that modifying the proofs for the case of non-zero unit thresholds will be a simple matter. However, it would appear that extending this approach to the case of units which can take any of a range of values would require different techniques.

Third, for the mathematician, the induced diffeomorphisms on the embedding sphere appear to form an interesting class of dynamical systems in their own right. A classification of such systems and their behaviour should be a fairly straightforward matter.
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